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Motivace

e ObliCej je nejpfirozengjsi a nejCastéji pouzivanou biometrickou vlastnosti.

o \yzvy
o Nefrizené rozpoznavani
o Automaticka detekce obliCeje
o Obecné rozpoznani obli¢eje za riznych podminek

o Vlivy — rizné osvétleni, vyrazy oblieju, starnuti...

e Stejny den, stejné osvétleni: FAR = 2%, FRR = 0,4%
e Stejny den, ruzné osvétleni: FAR = 2%, FRR = 9%

e RUzné dny (> 1 rok): FAR = 2%, FRR = 11% (43%)



Rozpoznavani podle obliCeje v praxi - Jak to vypada v praxi

'




Motivace

Vyhody
Cenova dostupnost

Interpretovatelnost snimanych udaju

Univerzalita aplikaci (Siroké moznosti nasazeni)

Nevyhody

e Vnitrotridni variabilita
o Mimika
o Uges, vousy
o Osvétleni
o Bryle, pokryvky hlavy

o Starnuti

e Mezitridni variabilita



Rozpoznavani podle obliCeje v praxi - Bostonsky maraton 2013

Po teroristickém utoku na maraton v Bostnu (2013) se strojové nepodarilo identifikovat utoCniky, | prestoze FBI méla k dispozici jejich fotky
v databazi osob.

Boston
2013

Istanbul
2016

Zdroj: A Case Study on Unconstrained Facial Recognition Using the Boston Marathon Bombings Suspects




Aplikace #1: pristupove systemy - access control




Ikace #2. dohledove systemy - surveillance
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Aplikace #2:. dohledove systémy — surveillance
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Fbragim Hopy 15,

FaceTime AgeRange Glass Sex FaceRect FaceUrl

1554079494 0 0 1 {"bottom":662,"left":1718,"right":1788,"top":592} Capture/19040 1/ (b5 10d4543f4eaf2333086ef4106530d.png
1554081856 0 0 1 {"bottom":604,"left":904,"right":930,"top":576}  Capture/19040 1/ Sbe(e2a39dc63c800e7c1582aa6a9965.png
1554081959 0 0 1 {"bottom":600,"left":836,"right":862,"top":574} Capture/19040 1/ C4fe463f19d76fcf7cc79470fc09aef.png
1554084555 0 0 0 {"bottom":706,"left":644,"right":684,"top":666 } Capture/19040 1/ 616 /457alfe5ede9b3cc005¢9chb562be.png
1554083048 0 0 0 {"bottom":592,"left":592,"right":632,"top":550} Capture/19040 1/ < 339189a0e713ee259708cbc5ea7b857.png
1554084781 0 0 0 {"bottom":894,"left":1204,"right":1288,"top":810} Capture/19040 1/ 50bc6ffa2ad97b34595aaa34412a83ee.png
1554084706 0 1 1 {"bottom":896,"left":1200,"right":1290,"top":806} Capture/19040 1/ cd0aa0fa747a83f350760fea09c6747c.png
1554082506 0 1 0 {"bottom":704,"left":300,"right":348,"top":656 } Capture/19040 1/ <5274325b5058%e2b441460b2d325061.png
1554083066 O 0 0 {"bottom":588,"left":576,"right":612,"top":550} Capture/19040 1/ (b5 c6de8248ae5b2324cf48883a1039d.png
1554083776 0 1 0 {"bottom":870,"left":1174,"right":1260,"top": 784} Capture/19040 1/ GGG <06 1f0ef9642a4bb06143731a8d113f.png
1554083181 0 1 0 {"bottom":868,"left":1192,"right":1276,"top":784} Capture/190401/EG—GG—GGG_GGEGGCGEGGENNNNENN 3 540cc6694431e57cd8dd5f96653b94e.png
1554084628 0 1 0 {"bottom":890,"left":1206,"right":1286,"top":808} Capture/19040 1/ NENGGGGGGEGGGEGGGGGEGGEGEENNNNN O c12c58848c787503b79a2419d35124.png
1554084976 0 1 0 {"bottom":882,"left":1212,"right":1286,"top":808} Capture/19040 1/ 1 babab72e6c4990b3d000dfaac03d47e.png




Aplikace #2:. dohledove systémy — surveillance

S H A P | N G I N T E LLI G E N C Em Dahua History of Race/Ethnicity Analytics
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public static class EM_RACE TYPE extends MyStructure

{
public static final i EM_RACE_UNKNOWN = @;
public static final i EM_RACE_NODISTI = 1;
public static final i EM_RACE_YELLOW = 2;
public static final i EM_RACE_BLACK = 3;
public static final i EM_RACE_WHITE = 4;
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https://ipvm.com/reports/hikvision-uyghur https://ipvm.com/reports/dahua-race-analytics



https://ipvm.com/reports/hikvision-uyghur
https://ipvm.com/reports/dahua-race-analytics

Aplikace #3: biometrickeé pasy (jenom z pohledu rozpoznavani
podle obliCeje)

Vyfoceni podle ISO/IEC 19794-5

Rozmeér fotky neni uréeny normou a kazdy stat si jej muze urcit sam. Omezené misto — min. 12kB,
optimalné 15-20kB.

w
Range of face image sizes in ePassports Token Image
Australia 1
Austria 1
Belgium 1 . %
France | [ W/B | SW/BA1 a3
Germany 1
Italy 1 JW/SE
Netherlands 1 | |
Russian Federation 1
Spain 1 '
Turkey | ) y
United Kingdom . Canonical Portrait Photograph,
United States of America . as standardized in ISO/IEC
Uzbekistan 1 19794-5 (now superseded by
8 12 16 20 24 28 32 ISO/IEC 39794-5)

min, avr and max size in kB




Detekce obliceje



Detekce obliceje

« Jedna se o prvni krok ve zpracovani obliceju.
« ObliCeje jsou nasnimany za ruznych osvétleni.
» ObliCeje se liSi v barvé, pozici, rozmeérech, orientaci, 3D pozici, vyrazu obliCeje atd.

* Problémem je vétSi mnozstvi obliceju s barevnym pozadim.

Fotografie z Prazského metra



Detekce obliceje

1.
2. Kaskada klasifikatoru, Adaboost, Haarovy vinky (Algoritmus II).
3. Histogram orientovanych gradientt + SVM (Algoritmus I1).

4. Detektory obliCeje zalozené na neuronovych sitich (napfiklad
https://docs.openvino.ai/2019 R1/ face detection adas binary 0001 description_face detection adas binary 0001.html)



https://docs.openvino.ai/2019_R1/_face_detection_adas_binary_0001_description_face_detection_adas_binary_0001.html

Kompenzace osvétleni
Detekce barvy kluze
Segmentace

Detekce ust

Detekce oci

Input Image

Connected Component &
Grouping

VerifX’ilng/ Weighting

Eyes-Mouth Triangles

Facial Feature Detection

Output Image




Barevne prostory HSV a YCbCr

e H - Hue, S — Saturation, V — Value

e Y - Luma — intenzita, Cg - Blue difference chroma component, Cy - Red difference chroma component
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Morfologicke operace

Dilatace: A@B

Jadro

Structuring element
Kernel

B

Vstupni obrazek - A

Eroze: AGB




Morfologicke operace

% B

A-B=(ASB)DHB
“Opening”

A-B=(A6SB)®B
“Closing”




Dilation
&
Masking



Difference

Dilated &
masked




Algoritmus | - detekce hranice obliCeje

Hranice obli¢eje (vypocet zalozen na velikosti samotného obli¢eje a orientacich gradientu).

Kandidat obliceje




Algoritmus Il - strojové uceni - AdaBoost

Vstup: MnoZina slabych klasifikatoru, pozitivni vs. negativni pfiklady
Vystup: Silny klasifikator
Postup:

1. Nastav vahy trénovacich dat na vychozi hodnotu.

2.Z mnoziny slabych klasifikatort vyber ten, ktery dosahuje nejlepSich vysledku na trénovacich datech (v
zavislosti na vahach).

3. Vypocitej koeficient pro tento klasifikator na zakladé jeho uspésnosti.
4. Uprav vahy trénovacich dat (vaha roste pro data, ktera jsou Spatné klasifikovana a naopak)

5. PokraCuj krokem 2, dokud neni vysledny klasifikator dostateCné presny.

Viola-Jones detektor (2001) = AdaBoost + Haarovy pfiznaky + kaskada klasifikatoru



Algoritmus Il - strojové uceni - AdaBoost

Vysledny silny

1. iterace 2. iterace 3. iterace klasifikator
® ‘, o
o
@
®9

Spatné klasifikované body — v&tsi vaha




Algoritmus Il - kaskada klasifikatoru

Oblicej? urcité ne
iasi ano

Oblicej? urcité ne
iaSl ano Na vyfezu neni obliCej
iasi ano

Obligej? urcité ne

Kaskada je slozena ze silnych klasifikatort natrénovanych
algoritmem AdaBoost. v
Na vyfezu je obliCej




Algoritmus Il - slaby klasifikator

2D Haarova vinka.
PriloZi se k obrazu a vypocita se rozdil souctu intenzit pixeld obrazu pod ¢ernou nebo bilou oblasti vinky.

S
N 2

o Kladna odezva — jedna se o obliCej.

o Zaporna odezva — neni obliCe;.

1=
= <e
" %9 <o




Algoritmus Il - VypocCet odezvy na Haarovu vinku

Opakovany vypocet sumy intenzit pixeld v ur€itém regionu obrazku je pomérné narocny.

Je proto vhodné obrazek i(x,y) pfevést do tzv. Integralni podoby: In(z,y) = > i(2y)

r'<r
y' =y

y><

Vypocet souctu intenzit pixeld v
obdélniku danym body A,B,C,D je A B
pak dan vyrazem:

(D)-1(B)-1(C)+I(A)

y
kde I(A),I(B),I(C) a I(D) jsou v
hodnoty integralniho obrazku
v danych bodech



Algoritmus Ill - Histogram orientovanych gradientu + Support
Vector Machines

1. Vstupnimu obrazku vypocitame gradient (,Jakym smérem a jak moc se méni intenzita pixelu”).
2. Dostaneme vektoroveé pole.
3. Pole rozdélime do pravidelné mfrizky.

4.V kazdé bunce mfizky vypocitame histogram orientaci gradienta.

Yorakaesl O f f oA

NS
. (V4 _ s o L% & ‘I"’.ﬁ ""-._‘ 1‘\.. e /."‘ f i
5. Histogramy spojime dohromady - tvori vektor rysu. PNRLSAAN

6. Tento vektor klasifikujeme pomoci SVM klasifikatoru.

Vyhody oproti AdaBoost: mensi mnozstvi chybnych detekci pri stejné presnosti; pro natrénovani staCi mensi
mnozstvi pfikladu; méné parametru, které je tfreba nastavit



Algoritmus Ill - Histogram orientovanych gradientu

Input image

Histogram of Oriented Gradients

e P Lo




Algoritmus Il - Support Vector Machines (SVM)

Binarni klasifikator.
Algoritmus s uCitelem (Supervised learning). - o

Diskriminativni model. ] -

Hyperrovina, ktera ,nejlépe” rozdéluje data. -

Muze byt linearni nebo pomoci tzv. kernell i nelinearni SRS © .
. Podpurné vektory

Data projected to R~2 (hyperplane projection shown)

Data in R™3 (separable w/ hyperplane)
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Algoritmy pro detekci obliCeje porovnani

i\~ ﬂc"




Rozpoznavani 2D
obliceje

Predzpracovani obrazu




Predzpracovani obrazu

Je vhodné mit obliCeje od jedné osoby vzajemné co nejpodobnéjsi, proto se pouziva normalizace.

Priklad algoritmu

DeepFace, Facebook, Taigman 2014:
https://research.facebook.com/publications/480567225376225/deepface-closing-the-gap-to-human-
level-performance-in-face-verification/

Vstupni obrazek (detekuje se 6 bodu).

Jednoduché ofiznuti a zarovnani.

Detekce 64 bodu.

Referenéni 3D model.

Odhadnuti rotace obli¢eje pomoci detekovanych bodu a referenéniho modelu.
Zarovnany obrazek.

o0k wNE


https://research.facebook.com/publications/480567225376225/deepface-closing-the-gap-to-human-level-performance-in-face-verification/

Predzpracovani obrazu

Tan a Tiggs 2009: Difference of Gaussians - Vypocitame dva ruzné Gaussovsky rozostfené obrazky a
odeCteme je od sebe. Pasmova propust.

Difference Of Ganssians

‘!\.- ; . )
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Vstupni Gamma Rozdil Ekvalizace
obrazek korece rozostrenych | | histogramu
obrazku




Rozpoznavani 2D
obliceje

Extrakce rysu

[0.123; -0.081; 12.468; 1.201; -15.787; 0.235]




Prehled metod

Metody
zalozené
na rysech

Holistické
metody
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Metriky obliceje

V obliCeji se hledaji (po kroku detekce) hlavni rysy, jako poloha nosu, ust a oCi. Potom prichazi detekce
obodi, usi, rtd apod.

Porovnani probiha na zakladé vzdalenosti mezi jednotlivymi body, pfiCemz se opét vyuzivaji tolerancni
limity.

Patch Model




Vektorova reprezentace obrazku

2D obrazek je povazovan za vektor, provedeme-li spojeni jednotlivych fadku (sloupcud) do jednoho vektoru.
Obrazek obliCeje odpovida bodu v n-rozmérném prostoru R" (n = p x q, kde p je vySka a q je Sirka obrazku)

Prostor obli¢eju — mnozina obli¢eju rozvrstvenych v prostoru R" (distribuce obli¢eji v tomto prostoru).

. 4
8.
i AR

?‘




Linearni analyza prostoru obliCeju

PUvodni prostor obli¢ejl o rozmérech p x q je pfFili§ velky; data obli¢eju lezi ve skutecnosti v prostoru
mnohem niZSi rozmanitosti.

|dentifikace a parametrizace redukovaného prostoru obliCeju se zabyva linearni (podprostorova) analyza.

Linearni analyza — hledani linearni transformace W, ktera mapuje originalni vektor obliCeje x na vektor
projek&nich koeficientll y, tedy: y = WTx. Je-li d dimenzi y a n dimenzi X, pak plati: d « n. Jedna se tedy o
srovnavani vektoru pfiznaku a nasledné pfifazeni do prostoru obliceju.




PCA - Principal Component Analysis

Analyza hlavnich komponent kovarianéni matice prostoru oblieju.
Hledame projekci, kde jednotlivé dilCi projekéni komponenty nejlépe vystihuji distribuci dat.

Uceni bez uditele.

2. hlavni komponenta .~ 1. hlavni komponenta °

5 5 > >
Al <
Vypocet kovariancni matice (matice rozptylu): PCA - idealni pripad v

M - prumérny vektor
A = [X1-H,XqH,e XN H]
C=AAT




PCA - Principal Component Analysis

Matice A = N? x M, kde N je Sifka obrazku (pfedpokladejme, ze Sitka i vySka je stejna), M je mnozstvi vstupnich vzorkad.
Algoritmus uceni

1. Kolekce x; z n-dimenzionalni mnoziny dat X, i=1,...,M.

2. Centrovani (korekce) vSech bodu; spocti stfedni hodnotu p a odecti od kazdého bodu: x;«X; — M.

3. Spocti kovarian¢ni matici C (C = AAT).

4. UrcCi vlastni hodnoty a vlastni vektory matice C.

5. Serad vlastni hodnoty (a odpovidajici vlastni vektory) od nejvétSiho po nejmensi.

6. Vyber prvnich k vlastnich vektoru, ty tvofi projekéni matici W.

Vlastni Cislo A a vlastni vektor v matice A splnuji rovnici:

AVv=Av




Eignfaces (Eigenfaces, Turk 1991) — vyuziti algoritmu PCA pro
rozpoznavani obliceje

1. Mnozina snimku X, i=1,...,N, kde X; je vektorova reprezentace snimku rozvinutého z matice p x q na vektor o velikosti
(pxq)*1.

2. Centrovani (korekce) v8ech vektorl x;; spocti stfedni hodnotu y a odecti od kazdého vektoru stfedni hodnotu: X;«x; — M.

3. Spocti kovariacni matici C. Pokud ovSsem vezmeme vzorec C = AAT, tak vysledna velikost bude (p x q) x (p % q).
Zatimco pokud pouzijeme vzorec C = ATA, tak vysledna velikost matice C bude (N) x (N) -> v pfipadé, ze N << (p % Q)
je lepsi zvolit prave tuto variantu. Ve druhém pfipadé pak budeme pracovat s N vlastnimi vektory (eigenvectors) o
velikosti N. Kovaria¢ni matici pro pavodni prostor budeme oznacovat C* = AAT

4. Urci vlastni hodnoty a vlastni vektory matice C. OvSem je zapotrebi pamatovat na to, zZe vlastni vektory (v;) je zapotrebi
pfemapovat do puvodniho prostoru, ke kterému se vztahuje matice C” a kde mame vlastni vektory oznacené jako u; .
Pak premapovani provedeme pomoci u, =Av;

5. Serad vlastni hodnoty (a odpovidajici vlastni vektory) od nejvétSiho po nejmensi.

6. Vyber prvnich k vlastnich vektora (k < M), ty tvofi projekéni matici W.



PCA - Principal Component Analysis

ProjekCni komponenty matice W pripominaji obliCeje. Libovolny obliCej Ize slozit linearni kombinaci
projekCnich komponent tzn. vynasobime projekCni matici vahovym vektorem. Naslednym slozenim
projekcnich komponent.

PCA - obecna statisticka metoda pro analyzu dat
Eigenfaces - algoritmus pro rozpoznavani obliCeju vyuzivajici PCA

-2076 * -1.046 * 2127+ 0037+

)i
w
m—— p = - T
y 3 - — w2 0758 0517 0856 * 1052+
; ws — r! .
: .- : b _ Ty = ’ — ot
/ A |
Majoritni hlavni komponenty (velké A) g N A N
o - , 1 .
| oblicej =

Minoritni hlavni komponenty (malé A), “Sum”

o L - Ny - - ' = o
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https://www.geeksforgeeks.org/ml-face-recognition-using-eigenfaces-pca-algorithm/

-



https://www.geeksforgeeks.org/ml-face-recognition-using-eigenfaces-pca-algorithm/

Local Binary Patterns a Histogramy

LBP (Ahonen 2006) se vyuzivali hlavné pro klasifikaci textur.

Metoda nepotiebuje uceni.

Kazdy bod obrazku je prahovan se svym 8-okolim, ale existuji i obecna rozSifeni.
Obrazek se rozdéli do mrizky a v kazdé bunce se vypocita histogram LBP.

Vektor rysu je tvofen spojenymi histogramy.
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Neuronove sité - klasifikace

N trid

N vystupu

¢ NI EL TS XK=
Vystup 1z N SEREEL = St

ra

SRR R KR
P, 7 % s, —
\*1;?;::é:§s:*‘v\w; 2K
./Z:/.fﬂ'dk:ﬁ&'_ A/rll"“r.\k\.

,4_" S — y
- N %/'

. pZ Output layer
Input layer R . Hidden layer
N > » 7, €—o, Target

Jak natrénovat sit obecné? (Ruzné subjekty v trénovaci a testovaci DB)
Co délat pfi zaregistrovani nového uzivatele?
Pridat novy vystup a pfetrénovat kompletné celou sit?



Hluboké neuronoveé site - uvod

Taigman 2014, Facebook

Sit obsahuje velkou spoustu vrstev a neuronu.

Je schopna se naucit, jaké filtry pouzit a jaké rysy extrahovat.
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< | 21
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é c1: M2: c3: L4: LS: L6: F7: F8:
Calista_Flockhart 0002.jpg Frontalization: 32x11x11x3 32x3x3x32 16x9x9x32 16x9x9x16 16x7x7x16  16x5x5x16 4096d 4030d

Detection & Localization @152X152x3 @142x142 @71x71 @63x63 @55x55 @25x25 @21X21

Pro uCeni se pouziva posledni vrstva (klasifikace 1:N).
Pfi realném nasazeni se pouziva jako vektor rysu vystup z pfedposledni vrstvy.

http://deepdreamgenerator.com/
http://googleresearch.blogspot.co.uk/2015/06/inceptionism-going-deeper-into-neural.html
https://facebook.com//download/233199633549733/deepface.pdf



http://deepdreamgenerator.com/
http://googleresearch.blogspot.co.uk/2015/06/inceptionism-going-deeper-into-neural.html
https://facebook.com/download/233199633549733/deepface.pdf

Neuronoveé site pro face embedding

) ) , . ; e . . i Face of subject 2 Face of subject 1 Face of subject 1
Face embedding - jedna se o proces prevodu snimku obliCeje na numericka

data (vektor).

V dnesni dobé se k face embeddingu pouzivaji neuronové sité, které jsou

l

natrénované tak, aby maximalizovaly vzdalenosti vystupnich vektord mezi
s vy v , o vr Deep Neural Deep Neural Deep Neural
sebou pro co nejvétSi mnozinu vstupnich dat rozdilnych tfid. Notwork Network Notwork
Backbone — neuronova sit (obvykle konvolucni) pro extrakci pfiznaku. l
|:-u.3, 0.2, ...,-u.a] |:u.4, 038, ...,-0.9] |:c.4, 038,..0.9 :|
128-d vector 128-d vector 128-d vector
Feature Extraction Classification | l |
! AlexNet Model ] ICIassiﬁer I Triplet Loss
Inputimage T ‘\\ 1 Classified image with
am2r | [ ! Class label
(g i ] ! utpu
e i i e e H
' IRRHERERE R I | —

https://www.mdpi.com/2076-3417/9/20/4397



https://www.mdpi.com/2076-3417/9/20/4397

Neuronove site pro face embedding — ztratove funkce

Vyvoj neuronovych siti pro face recognition je v poslednich letech zaméfeny na vylepsSovani ztratovych funkci a na
zlepseni moznosti zpracovani velkych datasetu.

Pro¢ chceme upravovat ztratové funkce? Chceme mit co nejblize blize extrahované vektory obli¢eju jedné tfidy a
zaroven je chceme mit, co nejdale od obli¢eju ostatnich tfid.

Sigmoid vs Softmax

X Out X Out
3 0.95 3 712
1.75 Singid N 0.85 Not a probability 1.75 Softhax > Lozl Probability
-2 | 7 0 1 2 distribution _2 o 4 0 ) 00 5 distribution
0.5 bre® 0.62 0.5 21 0.06
Input vector Output vector Input vector Output vector

https://towardsdatascience.com/sigmoid-and-softmax-functions-in-5-minutes-f516c80ealf9



https://towardsdatascience.com/sigmoid-and-softmax-functions-in-5-minutes-f516c80ea1f9

Neuronove site pro face embedding — ztratove funkce

Softmax

Softmax — jedna ze zakladnich ztratovych funkci pro face embedding ze které vychazeji dalsi ztratové funkce pro
face embedding.

. “ exp{W,[xi + by, }
L= Z = 23‘1:1 eXp{Wiji + b}

1=1

X; — pfiznakovy vektor pro i-ty obrazek
W; —j-ty sloupec vah a b je pfislusny bias

Center Loss Softmax (2016) — rozSifeni ztratove funkce Softmax o penalizaci pro body mimo tézisté (centroid)
jejich tFidy.

olWx 0] Ao
L=— In ——— Ui L2 xi— ey,
; Zi {U/.];zf, +b;} ZzZ:I:H i y”2

j—1€XP

C,; — centroid tfidy y; pro vzorek s indexem i

A-Softmax (SphereFace) (2018) — ztratova funkce zalozena na poznatku, Ze pfiznakove vektory jednotlivych tfid
se v prostoru shlukuji v podobnych uhlech.

exp { W, | il cos (6,,) + b, }
L=- In
T e { Wl Il cos (6, + b}

cos(6,;;) — uhel mezi pfiznakovy vektorem a pfislusnym sloupcem ve vahové matici

https://github.com/4uiiurzl/keras-arcface
https://neptune.ai/blog/how-to-choose-loss-function-for-face-recognition



https://neptune.ai/blog/how-to-choose-loss-function-for-face-recognition
https://github.com/4uiiurz1/keras-arcface

Neuronove site pro face embedding — ztratove funkce

» Additive Angular Margin Loss (ArcFace — ~2018) — dalSi ztratova funkce, ktera vyuziva uhlové distribuce vektoru. erace
I = *iiln exp {s - cos(fy, i + m)}
N i=1 exp {5 - cos (By, i +m) } + Z#yj exp {s - (cos(aj:i)}

Xi — pfiznakovy vektor pro i-ty obrazek
Wj — j-ty sloupec vah a bj je bias

« Triple loss (FaceNet)- ztratova funkce, ktera je zaloZzena na vzdalenosti. Pracuje se tfemi vstupy a to s ancher, s
pozitivnim vzorkem, ktery je stejné tfidy jako ancher a negativnim vzorkem, ktery je rozdilné tfidy. U¢enim se
shazime maximalizovat vzdalenost negativniho vzorku od ancher a naopak minimalizovat vzdalenost pozitivhiho
vzorku od ancher. V pfipadé face recognition je pozitivnim vzorkem stejny obliCej na jiném snimku. Negativni pak
obliCej odliSné osoby.

Negative f \
Anchor LEARNING @
Q«e'gative
Anchor

Positive Positive

https://www.researchqgate.net/figure/Embedding-vector-is-generated-using-a-deep-learning-model-involving-a-triplet-input-Two fig3 351834316
https://medium.com/analvtics-vidhya/triplet-loss-b9da35be21b8



https://medium.com/analytics-vidhya/triplet-loss-b9da35be21b8
https://www.researchgate.net/figure/Embedding-vector-is-generated-using-a-deep-learning-model-involving-a-triplet-input-Two_fig3_351834316

Neuronoveé site pro face embedding

Metriky pouzivané pfi porovnavani vektoru mezi sebou:

« Euklidovska vzdalenost
« Kosinova podobnost

Input imag F, model Embeddings Euclid distance calculati Distance

dpaq dap » » »

Priklady neuronovych siti pro face embedding

Euclidean
distance
Lo

between two

images

Framework deepFace (hitps://github.com/serenagil/deepface) obsahuje nasledujici algoritmy pro face recognition:
* VGG-Face (2015)

* Google FaceNet (2016)

* OpenFace (2016)

+ Facebook DeepFace

* DeeplD (2014)

* ArcFace (2018)

https://medium.com/intro-to-artificial-intelligence/one-shot-learning-explained-using-facenet-dff5ad52bd38


https://github.com/serengil/deepface

Sit pro detekci vyznamnych bodu v obliCeji
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Rozpoznavani 2D
obliceje

Datasety pro trénovani a testovani
neuronovych siti




Datasety pro trenovani

CelebA — ukazka

Nazev datasetu Pocet Pocet Odkaz
identit shimku Eyeglasses Wearing  [Q{TIE
CASIA-Webface 10k 0,5M http://www.cbsr.ia.ac.cn/english/CAS
IA-WebFace-Database.html
CelebA 10k 0,2M https://mmlab.ie.cuhk.edu.hk/project
s/CelebA.html Bangs
UMDFace 8k 0,37M http://umdfaces.io
MS1M-IBUG 85k 3,8M A
Pointy /
Nos
MS1M-ArcFace 85k 5,8M ‘
IMDB-Face 59k 1,7M https://qgithub.com/fwang91/IMDb-
Face
Oval Face
MegaFace (train) 672k 4,7M https://megaface.cs.washington.edu/
dataset/download training.html

Pred vyuzitim datasetu se seznamte se licenCnimi podminkami. Ani to ovSem nemusi stacit.....


http://www.cbsr.ia.ac.cn/english/CASIA-WebFace-Database.html
https://mmlab.ie.cuhk.edu.hk/projects/CelebA.html
http://umdfaces.io/
https://github.com/fwang91/IMDb-Face
https://megaface.cs.washington.edu/dataset/download_training.html

Datasety pro testovani

Nazev datasetu

Pocet identit

Pocet snimku

Odkaz

(LFW) - Labeled Faces in the Wild 5749 13233 http://vis-www.cs.umass.edu/Ifw/
(CFP-FP) - Celebrities in Frontal-Profile in the | 500 0,7K http://www.cfpw.io

wild

AgeDB-30 570 12240 https://ibug.doc.ic.ac.uk/resources/agedb/
CALFW 5749 13233 http://whdeng.cn/CALFW/?reload=true
CPLFW 5749 13233

LFW — ukazka



http://www.cfpw.io/
https://ibug.doc.ic.ac.uk/resources/agedb/
http://whdeng.cn/CALFW/?reload=true

Pristupove systemy

Uzivatelé zpravidla spolupracuiji - chtgji byt rozpoznani.

K dispozici je cela rada volné pristupnych databazi, které usnadni vyvoj a testovani
systému:

FERET
FRGC

NLPR

BiolD

http://www.face-rec.org/databases/



http://www.face-rec.org/databases/

Komercni systemy

Innovatrics — IFace
Neurotechnology — MegaMatcher

Idemia - MorphoKit

Quantasoft




Rozpoznavani 3D
obliceje




Reprezentace 3D modelu

Mracno bodu Polygonalni sit Hloubkova mapa
Parametricky povrch




3D Senzory - draha komecni reseni

Artec 3D M % 0 — ,

«—Pouze 3D
3D s texturou—

Dodavany SW umoznuje h
faizi dilgich snimka do E O =
kvalitnéjSiho 3D modelu

Safran Morpho
Face Reader
Komeréni Minolta Vivid
Biometrické
zarizeni




Princip 3D snimani - strukturovane svetlo

Light stripe

1. Emitor vysila (zpravidla v IR Casti spektra) specificky vzor.

Object pixel

. . . Shaped
2. Kamera to z jiného uhlu snima. nhlim‘.l
3. Vypocdita se korespondence mezi body deformovaného vzoru a ptivodnim vzorem. Stripe number Matrix camera
- Camera
4. Ze znalosti vzaajemné polohy emitoru a senzoru se triangulaci vypoditaji prostorové soufadnice  ,ector pixel
Podoba vzoru je ¢asto chranéna patentem. Mize byt v ¢ase dynamicka. U
s I
- Zad -

Triangulation base




Princip 3D snimani - time-of-flight

Vyuziva konstanti rychlosti svetla.
Emitor vysila velmi kratké svételné pulzy.
Ty se na snimaném povrchu odrazi.

Vzdalenost snimaného objektu je pfimo umérna Casovemu
rozilu mezi vyslanim a pfijetim odrazeného pulsu.

Puls musi byt velmi kratky (v fadu ns).

Nevyhodou je pomérné vyrazny Sum v z-ovéem smeru.



3D Senzory - velmi levne

Microsoft Kinect
1. gen. - strukturované svétlo
2. gen. - Time of Flight

- creTVE T

Occipital Structure.io Softkinetic DepthSense

_ ) : Intel RealSense
(structured light) DS 325 (time-of-flight) (structured light)




Algoritmy

Primé porovnani povrchu

Adaptace 2D metod

Isogeodeticke krivky

Histogram z-ovych souradnic




Prfimé porovnani povrchu

Genuine Model

Feature Eoint | Qoarse .Fine
Extraction Alignment Alignment

Test Scan . i A

Impostor Model

Jain 2004, http://www.cse.msu.edu/biometrics/Publications/Face/LuColbryJain 3DFace ICPRO04.pdf



http://www.cse.msu.edu/biometrics/Publications/Face/LuColbryJain_3DFace_ICPR04.pdf

Prfimé porovnani povrchu

Algoritmus:
1. Vyhledani 3 bodu (kouty oCi a Spicka nosu).

2. Hrubé zarovnani - nalezeni optimalni rigidni transformace pomoci korespondence 3 nalezenych bodu.

3. Jemné zarovnani ICP algoritmem.

4.Vypocet podobnosti povrchl na zakladé souctu vzdalenosti navzajem si odpovidajicih bodu.




|ICP algoritmus

1. Vyber kontrolni body v 1. mnoziné bodu.
2. Najdi nejblizSi odpovidajici body v 2. mnoziné bodu.
3. Vypocitej optimalni transformaci mezi obéma mnozinami.

4. Transformuj body.

5. Opakuj az do konvergence:
Vybér kontrolnich bodu:
e malo tvarné regiony
e Co nejvetsi pokryti obliCeje




Primé porovnani povrchu - vysledky

matching distance = 8.0444 matching distance = 2.659

Porovnani s modelem stejného uzivatele Porovnani s modelem jineho uzivatele




Primé porovnani povrchu - vysledky

matching distance = 1,7864 matching distance = 10.4618

Porovnani s modelem jiného uZivatele Porovnani s modelem stejného uzivatele




Adaptace 2D metod

Z 3D modelu muzeme ziskat rizné reprezentace povrchu, textury nebo kfivosti.

Takto ziskané obrazky Ize dale zpracovavat 2D metodami pro rozpoznavani obliceju.
PCA
LDA

LBP




|Isogeodeticke krivky

Geodeticka vzdalenost - nejkratSi vzdalenost po povrchu mezi dvéma body.

Isogeodeticka krivka - kiivka spojujici vSechny body, které maji od daného stfedu
stejnou geodetickou vzdalenost.

Pro vypocCet isogeodesickych kfivek se pouziva tzv. Fast Marching algoritmus (varianta
pro Dijkstrav algoritmus pro nalezeni nejkratSi cesty v grafu).

https://math.berkeley.edu/~sethian/2006/Explanations/fast marching explain.html



https://math.berkeley.edu/~sethian/2006/Explanations/fast_marching_explain.html

|Isogeodeticke krivky

Jahanbin 2008, http://live.ece.utexas.edu/publications/2008/s] btas2008.pdf

Bronstein 2004, http://www.cs.technion.ac.il/~ron/PAPERS/BroBroKimlJCV05.pdf

Vyhodou isogeodetickych kFivek je jejich invariance vuci rotaci obliCeje - bez
ohledu na to, jak je obliCej natoCeny, je tvar krivky vzdy stejny.

Rovnéz jsou kfivky relativné stabilni pfi rizné mimice obliCeje.

Z krivek lze extrahovat vektor rysu (VR):

Krivku navzorkovat a jednotlivé 3D soufadnice tvori VR.

VR budou tvorit euklidovské vzdalenosti mezi stredem krivek a dilCimi
navzorkovanymi body.

Body z pfedchozich zpusobu promitnou pomoci PCA.



http://live.ece.utexas.edu/publications/2008/sj_btas2008.pdf
http://www.cs.technion.ac.il/~ron/PAPERS/BroBroKimIJCV05.pdf

Histogram z-ovych souradnic

Zhou 2008, http://www.christoph-busch.de/files/Zhou-HistogramFaceRec-EG08.pdf

Vstupni 3D model pfevedeme na hloubkovou mapu nebo parametricky povrch.
Mapu rozdélime do N horizontalnich pruhd.
V kazdém pruhu vypoditame histogram z-ovych soufadnic rozdéleny do k koSu.

Dostaneme vektor rysu o velikosti Nxk.

320

— O

300

280

260

o = N W A~ 0O N 0 0



http://www.christoph-busch.de/files/Zhou-HistogramFaceRec-EG08.pdf
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Termosnimky obliCeje

Pro zaznam snimku se pouziva termokamera, u které je nutné spravné nastavit (dodrzet) nasledujici
parametry:

Emisni koeficient kiize: e = 0,98
Konstantni vzdalenost (spravné zaostreni)

Relativni vihkost okoli

Teplota okoli

Zaznamem jsou obrazky termomap obliCeje (termogram).

Vyhody: implicitni detekce zivosti
Nevyhody: vyS$Si mira vnitrotridni variability (t€lesna teplota, emocni stav,...)



Termosnimky obliCeje

V termomapé obli¢eje se hledaji opét obdobnym zplsobem jako u klasického 2D rozpoznavani obliceju
pozice ocCi, ust, nosu a hranice obliCeje.

Extrakce ryst muze byt provedena stejnymi zpusoby jako u 2D rozoznavani

Ukazka vnitrotfidni variability




