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We introduce a novel decision procedure for solving the class of position string constraints, which includes
string disequalities, ¬prefixof , ¬suffixof , str .at, and ¬str .at. These constraints are generated frequently in
almost any application of string constraint solving. Our procedure avoids expensive encoding of the constraints
to word equations and, instead, reduces the problem to checking conflicts on positions satisfying an integer
constraint obtained from the Parikh image of a polynomial-sized finite automaton with a special structure.
By the reduction to counting, solving position constraints becomes NP-complete and for some cases even
falls into PTime. This is much cheaper than the previously used techniques, which either used reductions
generating word equations and length constraints (for which modern string solvers use exponential-space
algorithms) or incomplete techniques. Our method is relevant especially for automata-based string solvers,
which have recently achieved the best results in terms of practical efficiency, generality, and completeness
guarantees. This work allows them to excel also on position constraints, which used to be their weakness.
Besides the efficiency gains, we show that our framework may be extended to solve a large fragment of
¬contains (in NExpTime), for which decidability has been long open, and gives a hope to solve the general
problem. Our implementation of the technique within the Z3-Noodler solver significantly improves its
performance on position constraints.
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1 Introduction
Solving string constraints (string solving) has been motivated initially by the analysis of string
manipulations in programs, especially in preventing security risks such as cross-site scripting or
SQL injection in web-applications. In the last two decades, the lively research community has
managed to develop a number of string constraints solvers (overviewed in Sec. 9) that may be
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capable of realizing this goal. String constraints solvers are being integrated within SMT solvers
such as Z3, cvc4/5, or Princess [11, 33, 51, 69], and the string category has been introduced in the
SMT competition [1]. Since string solving is ubiquitous and string constraint logics are general,
string solving keeps finding also new applications, such as analysing Simulinkmodels [42], verifying
UML models [45], or checking cloud access policies at Amazon Web Services [70].

The competition of string-solving methods is lively. While it was long dominated by the strongest
industrial grade SMT-solvers Z3 and cvc4/5, the leading positions have been recently taken by
approaches based on finite automata. They include Z3-Noodler [24], a recent winner of string
categories of SMT-COMP [2], OSTRICH [20, 22], which supports the richest palette of string
constraints with strong completeness guarantees, Z3str3RE [14, 16], and loosely also one of the
engines of Z3 [72]. Automata-based solvers excel especially in handling complex regular constraints
with word equations and related constraints, such as transducer constraints or ReplaceAll.

Position constraints. In this paper, we aim at remedying a weakness of automata-based techniques,
which is handling a class of constraints that we call position constraints. The so-called existential

position constraints can be reduced to checking disequality of letters at two specific positions
in strings (called a mismatch), where the positions are determined through measuring lengths
of certain sub-strings—i.e., counting their letters and comparing the counts. The prime example
of such constraints are string disequalities (negated word equations) like 𝑥𝑦𝑥 ≠ 𝑦𝑥𝑧, which can
be reduced to the existence of mismatching positions in the two strings that are at the same
distance from the strings’ start.1 Other existential position constraints include ¬prefixof , ¬suffixof ,
str .at, and ¬str .at. A special place among position constraints is occupied by ¬contains(𝑡𝑥 , 𝑡𝑦)
where 𝑡𝑥 and 𝑡𝑦 are concatenations of variables, which does not reduce to a simple existence
of mismatching positions (i.e., it is not an existential constraints), but is equivalent to a string
formula with quantifier alternation, much harder to solve than existential formulae. Informally, the
formula says that there exists a string assignment to variables such that for the two strings 𝑤𝑥
and 𝑤𝑦 obtained by concatenating assignments of the variables in 𝑡𝑥 and 𝑡𝑦 , it holds that for all
alignments of the start of𝑤𝑥 inside𝑤𝑦 , the letter at some position of𝑤𝑥 does not match the letter
at the aligned position in𝑤𝑦 . The formula falls into the ∀∃ fragment of the string theory, which
is undecidable [35, 58]; the decidability of ¬contains is a known open problem [3]. Solvers use
heuristics that handle only very simple cases or rough approximations.
Position constraints are practically relevant, for instance, a disequality may be generated in

symbolic execution at every else-branch of a program that tests the equality of strings. Some solvers
may be able to guess the right solution for satisfiable position constraints with ease (CVC5 excels
in this), but especially unsatisfiable position constraints may be much harder; no current solver
can handle them satisfactorily.
The automata-based approach particularly reduces position constraints into combinations of

equations and length constraints. The work [23] even shows a version of this reduction that allows
one to freely add disequalities to one of the largest known decidable fragments of basic constraints
(word equations, regular membership, and string length constraints), the chain-free fragment [8],
while preserving decidability. However, since equations are expensive, the price of the reduction
may be very high. Indeed, essentially all string solvers use exponential-space algorithms to deal
with word equations, including the automata-based ones, and the problem is opaque even in theory:
equations with regular memberships are in PSpace [44, 64], but decidability of their combination
with length constraints is a long-standing open problem.

1On a high-level, we might write such a formula as ∃𝑖 ∈ N : 𝑖 ≤ max(len(𝑥𝑦𝑥 ), len(𝑦𝑥𝑧 ) ) ∧ (𝑥𝑦𝑥 ) [𝑖 ] ≠ (𝑦𝑥𝑧 ) [𝑖 ] where
len denotes the length of the corresponding string obtained by substituting into the variables and 𝑡 [𝑖 ] denotes the 𝑖-th
position in the string given by the term 𝑡 .
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The gist of our approach to solving position constraints. In contrast, the procedure we propose
in this paper starts only after the rest of the constraint is solved—transformed into the monadic

decomposition [22, 38, 74], i.e., a formula obtained by transforming word equations into regular
constraints—and then solves position constraints quickly and efficiently by other means. The
specific technical problem we are solving is therefore satisfiability of Monadic-Position constraints:
(MP) Satisfiability of a quantifier-free conjunction of a monadic constraint (a conjunction

of regular membership constraints and linear integer arithmetic (LIA) constraints
over string lengths, a.k.a. length constraints) and a conjunction of position con-
straints with string terms as parameters (e.g., 𝑥𝑦𝑥 ≠ 𝑦𝑥𝑦, ¬contains(𝑥𝑦𝑥,𝑦𝑥𝑦)).

Monadic decomposition is at the heart of how automata-based solvers, such as Z3-Noodler and
OSTRICH, solve string constraints. The fact that position constraints can be ignored in this process
is the main distinguishing feature of our approach and the key to its efficiency. Translating the
entire MP to a monadic constraint first, as automata-based solvers currently do, takes exponential
space, while our algorithm runs in NP for existential position constraints and in PTime for a single one.
Moreover, our framework also allows to make a step towards showing decidability of MP with

¬contains. Namely, it allows to translate ¬contains(𝑡, 𝑡 ′) combined with a monadic constraint to
LIA with a nested universal quantifier when the languages constraining variables in terms 𝑡 and 𝑡 ′
are flat (expressible as a concatenation of a fixed number of parts, where every part is an iteration
of a single word). The resulting quantified LIA formula can be solved by an off-the-shelf solver
(SMT-solvers seem to be capable of solving the obtained formulae efficiently). To the best of our
knowledge, our algorithm is the first one for exact reasoning with ¬contains that is complete for
a large and interesting fragment of the problem.

The technical basis of our approach. Technically, given a set of position constraints and automata-
represented regular membership constraints in the monadic decomposition, our procedure derives
a LIA constraint that relates positions of mismatches and lengths of the strings assigned to variables.
Repetition of variables, e.g., 𝑥𝑦𝑥 ≠ 𝑦𝑥𝑦 or ¬contains(𝑥𝑦𝑥,𝑦𝑥𝑦), the main limiting factor of decidable
fragments, is handled too: The length of every variable is extracted from a single run of its automaton,
and its contribution to a mismatch position in the string is counted with the multiplicity equal to
the number of the occurrences of the variable that precede the mismatch position. For a single
existential position constraint, the LIA formula is constructed by taking the formula for the Parikh
image of an automaton with a specific structure, enriched with constraints that enforce seeing
a mismatch of symbols at at the proper positions.
The construction is more complex with multiple position constraints that share variables. The

straightforward approach would be to enumerate an exponential number of cases corresponding
to all orders of mismatches in the position constraints. E.g., for the constraint 𝐷𝑎 ∧ 𝐷𝑏 ∧ 𝐷𝑐 , we
would need to consider orders like (𝐷1

𝑎, 𝐷
2
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), etc., where 𝐷𝑖𝑥

denotes the 𝑖-th mismatch in 𝐷𝑥 . The generated LIA formula would then be exponential (more
precisely in 2Θ(𝑛 log𝑛) ) to the number of position constraints. Our NP algorithm for MP depends on
the discovery of an equivalent polynomial encoding. The encoding combines the Parikh image of
a polynomial-size automaton that generates any number of mismatch positions in any order with
an additional arithmetic constraint that rules out the “wrong” orderings.

Moreover, we show that MPwith a single existential position constraint is in PTime by a reduction
to 0-reachability in a one-counter automaton [9, 59].
Practical impact on performance. Our experiments show that our framework substantially im-

proves the speed and effectiveness of the automata approach to string constraint solving whenever
position constraints are involved. On position-heavy cases from our benchmark (obtained from
symbolic executions of large software projects), the string solver Z3-Noodler extended with our
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decision procedure for position constraints is the fastest of all solvers and has less timeouts than
cvc5, the only other solver that handles these benchmarks well. The performance of cvc5 and the
modified Z3-Noodler is orthogonal, reflecting the large difference between the two approaches,
and together they solve all but 10 out of the ∼150,000 benchmarks. Z3-Noodler also demonstrates
its ability to solve hard instances of ¬contains on an artificial benchmark made to test solvers on
constraints involving ¬contains, where all other solvers fail.

Summary of contributions. Our contributions can be summarised as follows:
(1) We propose a procedure for handling position constraints in the automata-based approach

efficiently, without the need of including them into a procedure for monadic decomposition.
(2) We show that MP is in NP for existential position constraints and in PTime for a single one.

This contrasts with the exponential cost of monadic decomposition.
(3) We propose the first algorithm for exact reasoning with ¬contains that is guaranteed to

work on a large and interesting fragment of the problem, namely, the MP where the regular
languages restricting variables within the terms in the arguments of ¬contains are flat, and
show that the problem is in NExpTime.

(4) Experimental results show that our techniques significantly improve the performance of one
of the fastest string solvers, Z3-Noodler, on position constraints.

Context of our work. Our focus is on the basic constraints that must be handled by a universal
practical string solver: combinations of word equations, regular constraints, and length constraints
(as witnessed, e.g., by the SMT-COMP benchmark [65]). Besides the PSpace-completeness of classical
decidability of equations with regular constraints by Makanin, Plandowski, and Jeż [44, 57, 64],
decidability of the full basic logic is a long-standing open problem, and it is open even when
equations are quadratic, where only two occurrences of every variable are allowed [55]. The
known undecidability results are concerned with extensions of this logic with other than basic
constraints (here called extended constraints), and are thus only marginally relevant to our current
work. These fragments concern unrestricted ReplaceAll, transducer-defined relations, string-integer
conversions, and other extended constraints [19–22, 31, 32, 54]. The approach that started at [6] led
to a discovery of the largest decidable fragment of the basic constraints, the chain-free fragment [8].
It generalizes the earlier acyclic fragment of [54] and the larger straight-line fragment of [6]. The
other solvers, especially Z3 and cvc5, which use different approaches usually revolving around the
congruence closure [34], can handle similar class of constraints in practice, but do not come with
strong theoretical guarantees. Limited extensions of straight-line or chain-free logics with extended
constraints were shown decidable in [19–22, 31, 32, 54]. The automata-based approach transforms
equations and regular constraints to a monadic decomposition (a disjunction of conjunctions of
regular constraints of at most doubly exponential size), which is in turn transformed to a LIA
formula and solved using a LIA solver. The decidable fragments are all based on prohibiting forms
of “cyclic dependencies” of string variables in word equations, and range from PSpace-complete to 2-
ExpSpace, depending on the allowed extended constraints. The position constraints that we discuss
here are in this framework normally solved by a reduction to the basic constraints. Essentially, after
obtaining doubly exponential monadic decomposition of the other basic constraints, the original
approach needs to run the doubly exponential space procedure to solve the position constraints.
Our work allows to replace the second 2-ExpSpace phase by an NP-algorithm (or NExpTime for
our fragment of ¬contains), or even by a PTime one in the simplest case of one disequality.

2 Preliminaries
We fix a finite non-empty alphabet Γ. A word or string over Γ is a (finite) sequence of symbols
𝑤 = 𝑎0 . . . 𝑎𝑛−1 from Γ, its length |𝑤 | is 𝑛, and the symbol at index 0 ≤ 𝑖 < 𝑛 is denoted as𝑤 [𝑖] = 𝑎𝑖 .
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𝜈 |= 𝑥𝑠 ∈ 𝐿 ⇔ 𝜈 (𝑥𝑠 ) ∈ 𝐿,
𝜈 |= 𝑡𝑖 ≤ 𝑡 ′𝑖 ⇔ 𝜈 (𝑡𝑖 ) ≤ 𝜈 (𝑡 ′𝑖 ),
𝜈 |= 𝑡𝑠 = 𝑡 ′𝑠 ⇔ 𝜈 (𝑡𝑠 ) = 𝜈 (𝑡 ′𝑠 ),

𝜈 |= 𝑥𝑠 = str .at (𝑡𝑠 , 𝑡𝑖 ) ⇔
{
𝜈 (𝑥𝑠 ) =𝑤𝑠 [𝜈 (𝑡𝑖 )] ∧ 𝜈 (𝑡𝑠 ) =𝑤𝑠 if 𝜈 (𝑡𝑖 ) < |𝑤𝑠 |,
𝜈 (𝑥𝑠 ) = 𝜖 otherwise,

𝜈 |= prefixof (𝑡𝑠 , 𝑡 ′𝑠 ) ⇔ ∃𝑧𝑝 ∈ Γ∗ : 𝜈 (𝑡𝑠 ) ◦ 𝑧𝑝 = 𝜈 (𝑡 ′𝑠 ),
𝜈 |= suffixof (𝑡𝑠 , 𝑡 ′𝑠 ) ⇔ ∃𝑧𝑠 ∈ Γ∗ : 𝑧𝑠 ◦ 𝜈 (𝑡𝑠 ) = 𝜈 (𝑡 ′𝑠 ), and
𝜈 |= contains(𝑡𝑠 , 𝑡 ′𝑠 ) ⇔ ∃𝑧𝑐 , 𝑧′𝑐 ∈ Γ∗ : 𝑧𝑐 ◦ 𝜈 (𝑡𝑠 ) ◦ 𝑧′𝑐 = 𝜈 (𝑡 ′𝑠 ).

Fig. 1. Semantics of atomic predicates for a variable assignment 𝜈

We use 𝜖 to denote the empty word and ◦ denotes string concatenation (we sometimes omit the
operator, i.e., 𝑎 ◦ 𝑏 = 𝑎𝑏). N denotes the set of natural numbers {0, 1, . . .}.
A nondeterministic finite automaton (NFA) is a tuple 𝐴 = (𝑄,Δ, 𝐼 , 𝐹 ) where 𝑄 is a finite set of

states, Δ ⊆ 𝑄 × Γ × 𝑄 is a transition relation with transitions denoted as 𝑞
𝑎−→ 𝑝 for 𝑞, 𝑝 ∈ 𝑄

and 𝑎 ∈ Γ, and 𝐼 , 𝐹 ⊆ 𝑄 are sets of initial and final states respectively. A run R of 𝐴 over
a word 𝑤 = 𝑎1 . . . 𝑎𝑛 ∈ Γ∗ is a sequence of transitions 𝑞0

𝑎1−→ 𝑞1
𝑎2−→ · · · 𝑎𝑛−−→ 𝑞𝑛 s.t. 𝑞0 ∈ 𝐼 and

∀1 ≤ 𝑖 ≤ 𝑛 : 𝑞𝑖−1
𝑎𝑖−→ 𝑞𝑖 ∈ Δ. The run R is accepting if 𝑞𝑛 ∈ 𝐹 , and the language of 𝐴 is the set

𝐿(𝐴) = {𝑤 ∈ Γ∗ | there exists an accepting run of 𝐴 over𝑤}. A language 𝐿 ⊆ Γ∗ is regular iff
there exists an NFA 𝐴 such that 𝐿 = 𝐿(𝐴). We sometimes define regular languages using regular
expressions with the standard textbook notation.
Given a set 𝑈 , let #𝑈 = {#𝑢 | 𝑢 ∈ 𝑈 } denote the set of elements obtained from 𝑈 ’s elements by

prepending them with #. The Parikh image of a run R, denoted as PI R , is a mapping PI R : #Δ → N
such that PI R (#𝑡) denotes the number of occurrences of transition 𝑡 in R. We say that𝐴 is flat2 if for
every two runs R1 and R2 it holds that if PI R1 = PI R2 , then R1 = R2. Structurally, this means that
flat automata have the form of directed acyclic graphs (DAGs) connecting simple (i.e., non-nested)
loops. We say that a regular language 𝐿 is flat iff there exists a flat NFA 𝐴 s.t. 𝐿 = 𝐿(𝐴). For instance,
the language (𝑎𝑏)∗𝑐 ((𝑎𝑏)∗ + (𝑏𝑎)∗) is flat, while the language (𝑎 + 𝑏)∗ is not flat.
Let X and I be the sets of string and integer variables. String formulae are of the form:

𝜑 ::= 𝜑 ∧ 𝜑 | 𝜑 ∨ 𝜑 | ¬𝜑 | 𝜑atom
𝜑atom ::= 𝑥𝑠 ∈ 𝐿 | 𝑡𝑖 ≤ 𝑡𝑖 | 𝑡𝑠 = 𝑡𝑠 | 𝑥𝑠 = str .at (𝑡𝑠 , 𝑡𝑖 ) | prefixof (𝑡𝑠 , 𝑡𝑠 ) | suffixof (𝑡𝑠 , 𝑡𝑠 ) | contains(𝑡𝑠 , 𝑡𝑠 )

𝑡𝑠 ::= 𝑥𝑠 | 𝑡𝑠 ◦ 𝑡𝑠
𝑡𝑖 ::= 𝑥𝑖 | 𝑘 | len(𝑥𝑠 ) | 𝑡𝑖 + 𝑡𝑖

where 𝜑atom is an atomic formula, 𝐿 is a regular language (given by a regular expression or an NFA),
𝑡𝑠 is a string term consisting of a concatenation of string variables 𝑥𝑠 ∈ X3, and 𝑡𝑖 is an integer term
composed of sums of integer variables 𝑥𝑖 , integers 𝑘 ∈ Z, and lengths of string variables len(𝑥𝑠 ).

The semantics of formulae is defined as follows. A (variable) assignment is a mapping 𝜈 : (X →
Γ∗) ∪ (I → Z) and we lift 𝜈 to string terms 𝑡𝑠 and integer terms 𝑡𝑖 in the usual way (𝑡𝑠 ◦ 𝑡𝑠 as string
concatenation and 𝑡𝑖 + 𝑡𝑖 as integer addition), with 𝜈 (len(𝑥𝑠 )) being interpreted as the length of the
string 𝜈 (𝑥𝑠 ). Semantics of atomic predicates is given in Fig. 1.
2We note that our notion of flatness differs from the one from [4] and is similar to the one from [49].
3A string literal 𝑢 ∈ Γ∗ can be encoded by a new string variable 𝑥𝑢 and a regular constraint 𝑢 ∈ 𝐿𝑢 for 𝐿𝑢 = {𝑢}.
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When used within the DPLL(T) framework, it is sufficient to consider only conjunctions of
atomic formulae and their negations. A normal form of such formula is E ∧ R ∧ I ∧ P where

• E is a conjunction of word equations 𝑡𝑠 = 𝑡𝑠 ,
• R is a conjunction of regular memberships 𝑥𝑠 ∈ 𝐿4 such that for every 𝑥𝑠 ∈ X, there is exactly
one regular membership constraint in R (and we use 𝐿(𝑥𝑠 ) to denote it),

• I is a conjunction of integer constraints 𝑡𝑖 ≤ 𝑡𝑖 where 𝑡𝑖 ’s do not contain len(𝑡𝑠 ) terms, and
• P is a conjunction of position constraints of the following form:

𝑡𝑠 ≠ 𝑡𝑠 | 𝑥𝑖 = len(𝑥𝑠 ) | 𝑥𝑠 = str .at (𝑡𝑠 , 𝑡𝑖 ) | 𝑥𝑠 ≠ str .at (𝑡𝑠 , 𝑡𝑖 ) |
¬prefixof (𝑡𝑠 , 𝑡𝑠 ) | ¬suffixof (𝑡𝑠 , 𝑡𝑠 ) | ¬contains(𝑡𝑠 , 𝑡𝑠 )

We transform a conjunction of literals into the normal form in the followingway: (i)We substitute ev-
ery non-negated occurrence of the predicates prefixof (𝑢𝑝 , 𝑣𝑝 ), suffixof (𝑢𝑠 , 𝑣𝑠 ), and contains(𝑢𝑐 , 𝑣𝑐 )
with the word equations 𝑣𝑝 = 𝑢𝑝𝑧𝑝 , 𝑣𝑠 = 𝑧𝑠𝑢𝑠 , and 𝑣𝑠 = 𝑧𝑐𝑢𝑐𝑧′𝑐 respectively for fresh string variables
𝑧𝑝 , 𝑧𝑠 , 𝑧𝑐 , and 𝑧′𝑐 (note that we cannot do a similar thing for negated occurrences, since we would
need to introduce universal quantifiers for the 𝑧-variables). (ii) For every string variable 𝑥 , we
compute a single NFA that represents all regular membership constraints for 𝑥 . We will use |R | to
denote the sum of numbers of states of all NFAs used for encoding the R constraint.

3 Overview
Given a formula in the normal form E ∧R ∧I ∧P in the considered fragment, the main idea of our
approach is the following (focusing on the P part). Other automata-based approaches usually try
to get rid of the predicates in P by transforming them into word equations and length constraints
(e.g. [21, 23, 39]), thus making their word equations potentially much harder to process. Handling
word equations is the most demanding task in string solving, as the best known algorithms for
dealing with word equations work in PSpace [44, 64] and are not practical5 (and in the presence of
length constraints, the decidability of the problem is currently unknown).
In our approach, we take care of the constraints in P only after the word equations in E have

been processed and the obtained constraint R′ ∧ I′ ∧ P′ contains no more word equations. This is
achieved by the stabilization-based procedure introduced in [23], which transforms E ∧ R ∧ I into
a disjunction of constraintsR′∧I′ extended with a substitution mapping variables from the original
constraints to a concatenation of fresh variables occurring in R′ and I′. The transformation comes
with the additional property that the resulting constraint is a monadic decomposition [22, 38, 74],
which means that each choice of the fresh variable assignment given by R′ forms a solution of the
original system of equations (the substitution defines how to obtain values of variables occurring
in E from the fresh variables)6. Using the substitution map, we can substitute variables in P in
order to obtain a position constraint R′∧I′∧P′. Therefore, we will now focus on solving formulae
of the form R′ ∧ I′ ∧ P′, which is the main contribution of this paper.
The main idea of solving a formula of the form R′ ∧ I′ ∧ P′ is by transforming R′ ∧ P′ into

a LIA formula that is then added to I′ to obtain a (potentially quantified) LIA constraint I′′, which
can be solved by an off-the-shelf LIA solver. The procedure for transforming R′ ∧ P′ into a LIA
constraint is based on constructing a tag automaton 𝐴tag , which is an NFA whose transitions are
extended with tags. The tags do not affect the run of 𝐴tag , but are used for counting “positions”
where something interesting happens, e.g., for a string disequality 𝑥 ≠ 𝑦, we count the position ℓ

4A regular non-membership constraint can be translated into a membership constraint for a complement language.
5Existing string solvers usually deal with word equations by incomplete algorithms that do not guarantee termination.
6Strictly speaking, we only need monadic decomposition on the variables that occur in position constraints.
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of a single character mismatch 𝑥 [ℓ] ≠ 𝑦 [ℓ]. 𝐴tag is constructed from the regular constraints in R′

based on the atomic predicates in P′.

4 Tag Automaton
In this section, we define tag automata (TAs) used in the later sections for encoding position
constraints. We note that TAs are used just to simplify notation; one could build the framework on
top of NFAs or some counter model, such as Parikh automata [47], cost-enriched finite automata [21],
or simply vector addition systems with states [41], for the price of a more cumbersome notation.
Let T be a set of tags. A tag automaton (TA) over T is a quadruple 𝑇 = (𝑄,Δ, 𝐼 , 𝐹 ), where 𝑄, 𝐼, 𝐹

are as for an NFA and the set of transitions Δ is Δ ⊆ 𝑄 × 2T × 𝑄 . We use 𝑞−{𝑆}→𝑝 to denote
a transition (𝑞, 𝑆, 𝑝); we drop duplicate braces, so, e.g., for 𝑆 = {𝑎, 𝑏}, we write 𝑞−{𝑎,𝑏}→𝑝 . A run R
of 𝑇 is a sequence of transitions 𝑞0−{𝑆1}→𝑞1−{𝑆2}→· · ·−{𝑆𝑛}→𝑞𝑛 such that 𝑞0 ∈ 𝐼 and 𝑞𝑖−1−{𝑆𝑖 }→𝑞𝑖 ∈ Δ for
all 1 ≤ 𝑖 ≤ 𝑛. R is accepting if 𝑞𝑛 ∈ 𝐹 . The Parikh image of R, PI R , is defined in the same way as
for NFAs. We may write 𝑄 (𝑇 ), Δ(𝑇 ), 𝐼 (𝑇 ), and 𝐹 (𝑇 ) to refer to the components of a TA 𝑇 .
For an NFA 𝐴 = (𝑄,Δ, 𝐼 , 𝐹 ) and a variable 𝑥 , we define the tag automaton LenTag𝑥 (𝐴) =

(𝑄,Δ′, 𝐼 , 𝐹 ) over a set of tags {⟨S, 𝑎⟩ | 𝑎 ∈ Γ} ∪ {⟨L, 𝑥⟩} where Δ′ = {𝑞−{⟨S,𝑎⟩,⟨L,𝑥 ⟩}→𝑟 | 𝑞 𝑎−→ 𝑟 ∈
Δ}. The used tags denote the Symbol and Length (i.e., we will use the number of occurrences
of the L tag to derive the length of a word from the TA). Given two TAs 𝐴 = (𝑄𝐴,Δ𝐴, 𝐼𝐴, 𝐹𝐴)
and 𝐵 = (𝑄𝐵,Δ𝐵, 𝐼𝐵, 𝐹𝐵) with disjoint sets of states, their 𝜖-concatenation is the TA 𝐴 ◦𝜖 𝐵 =

(𝑄𝐴 ∪𝑄𝐵,Δ𝐴 ∪ Δ𝐵 ∪ Δ𝜖 , 𝐼𝐴, 𝐹𝐵) with Δ𝜖 = {𝑞−{}→𝑟 | 𝑞 ∈ 𝐹𝐴, 𝑟 ∈ 𝐼𝐵}.
The Parikh formula of a TA 𝑇 , denoted as PF (𝑇 ) is a linear integer arithmetic (LIA) formula with

free variables #𝛿 corresponding to numbers of occurrences of transitions 𝛿 ∈ Δ. Models of PF (𝑇 )
are, therefore, assignments 𝜎 : #Δ → N such that

𝜎 |= PF (𝑇 ) iff there is an accepting run R of 𝑇 s.t. PI R = 𝜎 (1)

Constructing PF (𝑇 ) can be done in the usual way [43] (cf. [28]). We will also work with the Parikh
tag formula PF tag (𝑇 ), which is a formula whose models are numbers of each tag seen on an accepting
run in 𝑇 , constructed as

PF tag (𝑇 )
def.⇔ PF (𝑇 ) ∧

∧
𝑡 ∈T

#𝑡 =
∑{#𝛿 ∈ #Δ | 𝛿 = 𝑞−{𝑆}→𝑟 ∈ Δ, 𝑡 ∈ 𝑆}. (2)

Note that in PF tag (𝑇 ), the free variables are now also the counts of tags from T and a model is an
assignment 𝜎 ′ : (#Δ ∪ #T) → N.

5 Solving Disequalities
In this section, we will show how to solve a formula R′∧I∧P where P only contains disequalities.
We will start from the simplest case (a single disequality with two different variables), proceed to
an arbitrary single disequality, and finish with a system of disequalities.

5.1 I: A Single Disequality of Two Variables
First, we consider the simplest case, i.e., when the position constraint P contains a single disequality

𝑥 ≠ 𝑦, (3)

where 𝑥 and 𝑦 are two different string variables whose values are restricted to regular languages 𝐿𝑥
and 𝐿𝑦 . The constraint is satisfiable iff there exist strings𝑤𝑥 ∈ 𝐿𝑥 and𝑤𝑦 ∈ 𝐿𝑦 such that they are
either (i) of a different length or (ii) they are of the same length ℓ and there exists a position 0 ≤ 𝑝 < ℓ

such that𝑤𝑥 [𝑝] ≠ 𝑤𝑦 [𝑝].
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Copy 1

0 mismatches seen

Copy 2

1 mismatch seen

Copy 3

2 mismatches seen

𝑟𝑥 , 1

𝑞𝑥 , 1

𝑟𝑥 , 2

𝑞𝑥 , 2𝑞𝑦, 1

𝑟𝑦, 1

𝑞𝑦, 2

𝑟𝑦, 2

𝑞𝑦, 3

𝑟𝑦, 3

⟨S, a⟩
⟨L, 𝑥⟩
⟨P, 𝑥⟩

⟨S, b⟩
⟨L, 𝑥⟩
⟨P, 𝑥⟩

⟨S, a⟩
⟨L, 𝑥⟩

⟨S, b⟩
⟨L, 𝑥⟩

⟨S, a⟩
⟨L, 𝑦⟩

⟨S, c⟩
⟨L, 𝑦⟩

⟨S, a⟩
⟨L, 𝑦⟩
⟨P, 𝑦⟩

⟨S, c⟩
⟨L, 𝑦⟩
⟨P, 𝑦⟩

⟨S, a⟩
⟨L, 𝑦⟩

⟨S, c⟩
⟨L, 𝑦⟩

⟨S, a⟩
⟨L, 𝑥⟩
⟨M1, a⟩

⟨S, b⟩
⟨L, 𝑥⟩
⟨M1, b⟩

⟨S, a⟩
⟨L, 𝑦⟩
⟨M2, a⟩

⟨S, c⟩
⟨L, 𝑦⟩
⟨M2, c⟩

Fig. 2. Example of a tag automaton for the disequality 𝑥 ≠ 𝑦 with 𝐿(𝐴𝑥 ) = (𝑎𝑏)∗ and 𝐿(𝐴𝑦) = (𝑎𝑐)∗.
States 𝑞𝑥 , 𝑟𝑥 belong to 𝐴𝑥 , states 𝑞𝑦, 𝑟𝑦 belong to 𝐴𝑦 .

We will show how to construct a tag automaton and, from it, a LIA formula 𝜑 I that is satisfiable
iff the disequality is satisfiable. We assume that we are given NFAs 𝐴𝑥 = (𝑄𝑥 ,Δ𝑥 , 𝐼𝑥 , 𝐹𝑥 ) and 𝐴𝑦 =

(𝑄𝑦,Δ𝑦, 𝐼𝑦, 𝐹𝑦) such that 𝐿(𝐴𝑥 ) = 𝐿𝑥 and 𝐿(𝐴𝑥 ) = 𝐿𝑦 with 𝑄𝑥 ∩ 𝑄𝑦 = ∅. For this, we construct
a TA 𝐴I. Intuitively, 𝐴I is obtained by first concatenating LenTag𝑥 (𝐴𝑥 ) with LenTag𝑦 (𝐴𝑦) using an
𝜖-transition into a TA𝐴◦. One can see𝐴◦ as an encoding of all possible models of 𝑥 and 𝑦 w.r.t. only
regular constraints7. Then, we take three copies of 𝐴◦ and connect them together with transitions
that represent detected mismatches: the first copy is used for tracking the run of 𝐴𝑥 before the
position of the mismatch in 𝑥 is encountered, the second copy is used for tracking the rest of the
run in 𝐴𝑥 and the first part of the run in 𝐴𝑦 (before the mismatch in 𝐴𝑦), and the last copy tracks
the rest of the run in 𝐴𝑦 . Moreover, the automaton is enhanced with tags that keep track of the
position of the mismatch in 𝑥 and in 𝑦 and the values of the mismatched symbols.

5.1.1 Tag Automaton Construction. Formally, let 𝐴◦ = (𝑄◦,Δ◦, 𝐼◦, 𝐹◦) be a TA over T◦ = {⟨S, 𝑎⟩ |
𝑎 ∈ Γ} ∪ {⟨L, 𝑥⟩, ⟨L, 𝑦⟩} obtained by the 𝜖-concatenation of LenTag𝑥 (𝐴𝑥 ) and LenTag𝑦 (𝐴𝑦), i.e.,
𝐴◦ = LenTag𝑥 (𝐴𝑥 ) ◦𝜖 LenTag𝑦 (𝐴𝑦). The tags S are used for tracking the currently read symbol and
L-tags are used for counting of the length of a word from the language of the corresponding variable.
Then 𝐴I = (𝑄1 ∪𝑄2 ∪𝑄3,Δ, 𝐼 , 𝐹 ) is a TA over TI = T◦ ∪ {⟨M1, 𝑎⟩, ⟨M2, 𝑎⟩ | 𝑎 ∈ Γ} ∪ {⟨P, 𝑥⟩, ⟨P, 𝑦⟩},
where the M1 and M2 tags denote the first and the second Mismatch respectively and ⟨P, 𝑥⟩, ⟨P, 𝑦⟩
are used to count the Positions of the mismatch in 𝑥 and 𝑦. 𝐴I is constructed as follows:

• 𝑄1 =𝑄◦×{1},𝑄2 =𝑄◦×{2}, and𝑄3 =𝑄◦×{3}; intuitively,𝑄1 are states where no mismatch
was seen, 𝑄2 are states where only the first mismatch symbol was seen, and 𝑄3 are states
where both mismatch symbols were seen,

• 𝐼 = 𝐼◦ × {1},
• 𝐹 = 𝐹◦ × {1, 3}, and
• Δ is the union of the following sets of transitions:
– {(𝑞, 1)−{⟨S,𝑎⟩,⟨P,𝑥 ⟩,⟨L,𝑥 ⟩}→(𝑟, 1) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑥 ⟩}→𝑟 ∈ Δ◦} — transitions in 𝐴𝑥 before the first
mismatch,

– {(𝑞, 1)−{⟨S,𝑎⟩,⟨L,𝑦⟩}→(𝑟, 1) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑦⟩}→𝑟 ∈ Δ◦} — transitions in𝐴𝑦 if no mismatch symbols
are seen and the disequality is satisfied due to 𝑥 and 𝑦 having different lengths,

– {(𝑞, 1)−{⟨S,𝑎⟩,⟨M1,𝑎⟩,⟨L,𝑥 ⟩}→(𝑟, 2) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑥 ⟩}→𝑟 ∈ Δ◦} — the first mismatch (in 𝐴𝑥 ),
– {(𝑞, 2)−{⟨S,𝑎⟩,⟨L,𝑥 ⟩}→(𝑟, 2) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑥 ⟩}→𝑟 ∈ Δ◦} — transitions in 𝐴𝑥 after the first mismatch
(we still need to finish reading 𝑥 to make sure that it was accepted by 𝐴𝑥 ),

– {(𝑞, 2)−{}→(𝑟, 2) | 𝑞−{}→𝑟 ∈ Δ◦} — jump from 𝐴𝑥 to 𝐴𝑦 ,
– {(𝑞, 2)−{⟨S,𝑎⟩,⟨P,𝑦⟩,⟨L,𝑦⟩}→(𝑟, 2) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑦⟩}→𝑟 ∈ Δ◦} — transitions in 𝐴𝑦 before the second
mismatch,

7In fact, the order in which we do the concatenation does not really matter—the main objective is to obtain a TA such that
an accepting run in it represents a model of regular constraints
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– {(𝑞, 2)−{⟨S,𝑎⟩,⟨M2,𝑎⟩,⟨L,𝑦⟩}→(𝑟, 3) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑦⟩}→𝑟 ∈ Δ◦} — the second mismatch (in 𝐴𝑦),
– {(𝑞, 3)−{⟨S,𝑎⟩,⟨L,𝑦⟩}→(𝑟, 3) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑦⟩}→𝑟 ∈ Δ◦} — transitions in 𝐴𝑦 after the second mis-
match.

Note that in Δ, the M1-tagged transitions denote the occurrence of the first mismatch (which
causes a jump from 𝑄1 to 𝑄2) and theM2-tagged transitions denote the occurrence of the second
mismatch (jumping from 𝑄2 to 𝑄3). For accepting runs of 𝐴I, it holds that they either (i) stay in 𝑄1
and accept in some state from 𝐹◦ × {1} (so we only keep track of the lengths of the words𝑤𝑥 ∈ 𝐿𝑥
and𝑤𝑦 ∈ 𝐿𝑦) or (ii) take aM1-tagged transition to 𝑄2 and then aM2-tagged transition to 𝑄3 and
accept in some state from 𝐹◦ × {3}. An accepting run of the tag automaton encodes an assignment
of 𝑥 and 𝑦 to words from 𝐿𝑥 and 𝐿𝑦 . An example of a constructed tag automaton is given in Fig. 2.

5.1.2 Formula Construction. After 𝐴I is constructed, it remains to test whether there is a run
of 𝐴I starting in 𝐼 and ending in 𝐹 such that the number of occurrences of ⟨L, 𝑥⟩ and ⟨L, 𝑦⟩ differs
(corresponding to the case |𝑥 | ≠ |𝑦 |), or the number of occurrences of the ⟨P, 𝑥⟩ and ⟨P, 𝑦⟩ tags is
the same and there is one occurrence of a ⟨M1, 𝑎⟩ tag and one occurrence of a ⟨M2, 𝑏⟩ tag with
𝑎 ≠ 𝑏. The means to this is via the Parikh tag formula of 𝐴I. First, we define formulae 𝜑 I

sym
and 𝜑 I

mis
,

which express that the two sampled symbols are a mismatch and that there was a mismatch:

𝜑 I
sym

def.⇔
∧
𝑎∈Γ

(#⟨M1, 𝑎⟩ + #⟨M2, 𝑎⟩ < 2) and 𝜑 I
mis

def.⇔
∑︁
𝑎∈Γ

#⟨M1, 𝑎⟩ > 0. (4)

In the formula, the first sum is used to check that the mismatched symbols are indeed different
(from the construction of 𝐴I, there will be at most one M1 and one M2 tags in every accepting run)
and the second sum makes sure that there was at least one mismatch (so that we can only accept
in 𝑄3). Finally, we construct the formula 𝜑 I equisatisfiable to the disequality 𝑥 ≠ 𝑦 as follows:

𝜑 I def.⇔ PF tag (𝐴I) ∧
(
#⟨L, 𝑥⟩ ≠ #⟨L, 𝑦⟩ ∨

(
#⟨P, 𝑥⟩ = #⟨P, 𝑦⟩ ∧ 𝜑 I

sym
∧ 𝜑 I

mis

))
. (5)

Theorem 5.1. The formula R′ ∧ I ∧ 𝑥 ≠ 𝑦 is equisatisfiable to the formula I ∧ 𝜑 I
. Moreover, the

size of 𝜑 I
is polynomial to |R′ |.

5.2 II: A Single Unrestricted Disequality
Let us now move to the case of an arbitrary disequality between concatenations of (potentially
repeating) variables: 𝑥1 . . . 𝑥𝑛 ≠ 𝑦1 . . . 𝑦𝑚 . (6)
This complex disequality is satisfiable if there are words𝑤𝑥𝑖 ∈ 𝐿𝑥𝑖 and𝑤𝑦 𝑗 ∈ 𝐿𝑦 𝑗 for all 𝑖, 𝑗 such that
either (i) both sides have different lengths (given by

∑
1≤𝑖≤𝑛 |𝑤𝑥𝑖 | and

∑
1≤ 𝑗≤𝑚 |𝑤𝑦 𝑗 | respectively)

or (ii) they are of the same length and there is a mismatch position ℓ s.t. 𝑤𝑥 [ℓ] ≠ 𝑤𝑦 [ℓ] where
𝑤𝑥 =𝑤𝑥1 · · ·𝑤𝑥𝑛 and𝑤𝑦 =𝑤𝑦1 · · ·𝑤𝑦𝑚 . We emphasize that there might be multiple occurrences of
a single variable 𝑧, potentially on both sides of the disequality, and they all need to be assigned the
same word from 𝐿𝑧 .

We will again construct a tag automaton𝐴II checking whether one of the conditions to satisfy the
disequality holds. In this case, an accepting run in the tag automaton encodes an assignment that
maps every variable 𝑧 from the disequality to a word from 𝐿𝑧 . The mismatch may happen in any pair
of occurrences of variables (𝑥𝑖 , 𝑦 𝑗 ) and, moreover, the variables might have multiple occurrences in
the disequality. In the tag automaton, a run encoding a mismatch needs to nondeterministically
guess a pair of variables’ occurrences where the mismatch happens, the mismatch positions within
the variables, and the mismatch symbol itself. In order to check that the guess is valid, we then
construct a formula that will use the Parikh tag image of𝐴II and use it to check that (i) the mismatch
symbols are different and (ii) the global positions of both mismatches are equal, meaning that for
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𝑟𝑥 , 1 𝑞𝑥 , 1

𝑟𝑥 , 2 𝑞𝑥 , 2

𝑟𝑥 , 3 𝑞𝑥 , 3

𝑞𝑦, 1 𝑟𝑦, 1

𝑞𝑦, 2 𝑟𝑦, 2

𝑞𝑦, 3 𝑟𝑦, 3

⟨S, 𝑎⟩, ⟨L, 𝑥⟩, ⟨P1, 𝑥⟩

⟨S, 𝑏⟩, ⟨L, 𝑥⟩, ⟨P1, 𝑥⟩

⟨S, 𝑎⟩, ⟨L, 𝑥⟩, ⟨P2, 𝑥⟩

⟨S, 𝑏⟩, ⟨L, 𝑥⟩, ⟨P2, 𝑥⟩

⟨S, 𝑎⟩, ⟨L, 𝑥⟩, ⟨P3, 𝑥⟩

⟨S, 𝑏⟩, ⟨L, 𝑥⟩, ⟨P3, 𝑥⟩

⟨S, 𝑎⟩, ⟨L, 𝑦⟩, ⟨P1, 𝑦⟩

⟨S, 𝑐⟩, ⟨L, 𝑦⟩, ⟨P1, 𝑦⟩

⟨S, 𝑎⟩, ⟨L, 𝑦⟩, ⟨P2, 𝑦⟩

⟨S, 𝑐⟩, ⟨L, 𝑦⟩, ⟨P2, 𝑦⟩

⟨S, 𝑎⟩, ⟨L, 𝑦⟩, ⟨P3, 𝑦⟩

⟨S, 𝑐⟩, ⟨L, 𝑦⟩, ⟨P3, 𝑦⟩

⟨S, 𝑎⟩, ⟨L, 𝑥⟩, ⟨P2, 𝑥⟩, ⟨M1, 𝑎, 𝑥⟩⟨S, 𝑏⟩, ⟨L, 𝑥⟩, ⟨P2, 𝑥⟩, ⟨M1, 𝑏, 𝑥⟩

⟨S, 𝑎⟩, ⟨L, 𝑥⟩, ⟨P3, 𝑥⟩, ⟨M2, 𝑎, 𝑥⟩⟨S, 𝑏⟩, ⟨L, 𝑥⟩, ⟨P3, 𝑥⟩, ⟨M2, 𝑏, 𝑥⟩

⟨S, 𝑎⟩, ⟨L, 𝑦⟩, ⟨P2, 𝑦⟩, ⟨M1, 𝑎,𝑦⟩ ⟨S, 𝑐⟩, ⟨L, 𝑦⟩, ⟨P2, 𝑦⟩, ⟨M1, 𝑐, 𝑦⟩

⟨S, 𝑎⟩, ⟨L, 𝑦⟩, ⟨P3, 𝑦⟩, ⟨M2, 𝑎,𝑦⟩ ⟨S, 𝑐⟩, ⟨L, 𝑦⟩, ⟨P3, 𝑦⟩, ⟨M2, 𝑐, 𝑦⟩

Fig. 3. Example of a tag automaton for the disequality 𝑥𝑦 ≠ 𝑦𝑥 with 𝐿(𝐴𝑥 ) = (𝑎𝑏)∗ and 𝐿(𝐴𝑦) = (𝑎𝑐)∗.

a guess of mismatch variables (𝑥𝑖 , 𝑦 𝑗 ), the mismatch position in 𝑥𝑖 plus lengths of assignments of
𝑥1 · · · 𝑥𝑖−1 is equal to the mismatch position in 𝑦 𝑗 plus lengths of assignments of 𝑦1 · · ·𝑦 𝑗−1.

5.2.1 Tag Automaton Construction. Similarly to the previous section, we assume an NFA𝐴𝑥 for each
variable 𝑥 describing the language 𝐿𝑥 . We use X to denote the set of all variables in the disequality.
Without loss of generality, we assume that the sets of states of 𝐴𝑥 ’s are pairwise disjoint. We also
assume a fixed linear order on variables ≼, which is further used to create a unique concatenation of
tag automata for each variable. First, for each variable 𝑥 we construct the TA𝑇𝑥 corresponding to𝐴𝑥
enriched with lengths, i.e., 𝑇𝑥 = LenTag𝑥 (𝐴𝑥 ). Then, we construct 𝐴◦ = (𝑄◦,Δ◦, 𝐼◦, 𝐹◦) over T◦ as
an 𝜖-concatenation of all TAs 𝑇𝑥 for 𝑥 ∈ X in the order given by ≼.
𝐴II = (𝑄1 ∪ 𝑄2 ∪ 𝑄3,Δ, 𝐼 , 𝐹 ) is a TA over TII = T◦ ∪ {⟨M1, 𝑎, 𝑥⟩, ⟨M2, 𝑎, 𝑥⟩ | 𝑎 ∈ Γ, 𝑥 ∈ X} ∪

{⟨P1, 𝑥⟩, ⟨P2, 𝑥⟩, ⟨P3, 𝑥⟩ | 𝑥 ∈ X}, where the M1 and M2 tags again denote the first and the second
mismatch respectively (note that, contrary to Sec. 5.1, the mismatch tags here are extended with
variables). The tags ⟨P1, 𝑧⟩ and ⟨P2, 𝑧⟩ are used to count the local positions of the first and second
mismatch in 𝑧 respectively8. The ⟨P3, 𝑥⟩ tag will become important in Sec. 6.2 when reusing the
automaton construction for the ¬suffixof predicate. 𝐴II is constructed as follows:

• 𝑄1 =𝑄◦ × {1}, 𝑄2 =𝑄◦ × {2}, and 𝑄3 =𝑄◦ × {3},
• 𝐼 = 𝐼◦ × {1},
• 𝐹 = 𝐹◦ × {1, 3}, and
• Δ is the union of the following sets of transitions:
– {(𝑞, 1)−{⟨S,𝑎⟩,⟨P1,𝑧⟩,⟨L,𝑧⟩}→(𝑟, 1) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑧⟩}→𝑟 ∈ Δ◦} — transitions in each 𝐴𝑧 before the
first mismatch,

– {(𝑞, 1)−{⟨S,𝑎⟩,⟨M1,𝑎,𝑧⟩,⟨P2,𝑧⟩,⟨L,𝑧⟩}→(𝑟, 2) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑧⟩}→𝑟 ∈ Δ◦} — the first mismatch,
– {(𝑞, 2)−{⟨S,𝑎⟩,⟨P2,𝑧⟩,⟨L,𝑧⟩}→(𝑟, 2) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑧⟩}→𝑟 ∈ Δ◦} — transitions in each 𝐴𝑧 before the
second mismatch,

– {(𝑞, 2)−{⟨S,𝑎⟩,⟨M2,𝑎,𝑧⟩,⟨P3,𝑧⟩,⟨L,𝑧⟩}→(𝑟, 3) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑧⟩}→𝑟 ∈ Δ◦} — the second mismatch,
– {(𝑞, 3)−{⟨S,𝑎⟩,⟨L,𝑧⟩,⟨P3,𝑧⟩}→(𝑟, 3) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑧⟩}→𝑟 ∈ Δ◦} — transitions in each 𝐴𝑧 after the sec-
ond mismatch, and

– {(𝑞, 𝑖)−{}→(𝑟, 𝑖) | 𝑞−{}→𝑟 ∈ Δ◦, 1 ≤ 𝑖 ≤ 3} — transitions connecting variables on level 𝑖 .

5.2.2 Formula Construction. For the satisfiability checking of the general disequality, we generalize
the LIA reduction from the previous section. As in the previous case, the LIA formula speaks about
properties of 𝐴II using the Parikh tag formula PF tag (𝐴II).
8We need to consider two possible mismatches in one variable because an occurrence of a mismatch can be between two
positions in an assignment for 𝑧, one for the left-hand side and one for the right-hand side. E.g., consider the disequality
𝑥𝑦 ≠ 𝑦𝑥 and the assignment {𝑥 ↦→ 𝑎𝑏, 𝑦 ↦→ 𝑎}; the first mismatch is between the 𝑏 in 𝑥 on the left-hand side and the 𝑎
in 𝑥 on the right-hand side.
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First, the formula expressing that lengths of both sides are different can be defined as follows:

𝜑 II
len

def.⇔
∑︁

1≤𝑖≤𝑛
#⟨L, 𝑥𝑖⟩ ≠

∑︁
1≤ 𝑗≤𝑚

#⟨L, 𝑦 𝑗 ⟩. (7)

Next, for the case the lengths are the same but there is a mismatch, we begin by defining
a formula that checks that the particular mismatch symbols are different (and that there is at least
one mismatch) by generalizing the formula 𝜑 I

sym
from the previous section:

𝜑 II
sym

def.⇔
∧
𝑎∈Γ

(∑︁
𝑥∈X

(#⟨M1, 𝑥, 𝑎⟩ + #⟨M2, 𝑥, 𝑎⟩) < 2

)
(8)

In order to check whether the global mismatch positions on both sides are equal, we need to
make a case split ranging over all pairs (𝑥𝑖 , 𝑦 𝑗 ) of occurrences of variables from the left-hand side
and the right-hand of the disequality. For each such a pair, we define an auxiliary formula 𝜑pos (𝑖, 𝑗 )
comparing global mismatch positions when the mismatch is between the two occurrences.
(1) If 𝑥𝑖 and 𝑦 𝑗 are occurrences of a different variable then:

• if 𝑥𝑖 ≺ 𝑦 𝑗 ,
𝜑pos (𝑖, 𝑗 )

def.⇔ #⟨P1, 𝑥𝑖⟩ +
∑︁

1≤𝑢<𝑖
#⟨L, 𝑥𝑢⟩ = #⟨P2, 𝑦 𝑗 ⟩ +

∑︁
1≤𝑣< 𝑗

#⟨L, 𝑦𝑣⟩, (9)

• if 𝑥𝑖 ≻ 𝑦 𝑗 ,
𝜑pos (𝑖, 𝑗 )

def.⇔ #⟨P2, 𝑥𝑖⟩ +
∑︁

1≤𝑢<𝑖
#⟨L, 𝑥𝑢⟩ = #⟨P1, 𝑦 𝑗 ⟩ +

∑︁
1≤𝑣< 𝑗

#⟨L, 𝑦𝑣⟩. (10)

The formulae express that the mismatch position is given by the sum of lengths of preceding
variable assignments and the local mismatch position in the particular variable 𝑥𝑖 or 𝑦 𝑗 .

(2) If 𝑥𝑖 and 𝑦 𝑗 are occurrences of the same variable 𝑧, in order to get the position of the second
local mismatch we have to add #⟨P1, 𝑧⟩ to #⟨P2, 𝑧⟩ since the second local mismatch in 𝑧 has
to be counted from the beginning of 𝑧 and not from the beginning of the previous mismatch.
Formally, the formula is given as

𝜑pos (𝑖, 𝑗 )
def.⇔

(
#⟨P1, 𝑧⟩ +

∑︁
1≤𝑢<𝑖

#⟨L, 𝑥𝑢⟩ = #⟨P1, 𝑧⟩ + #⟨P2, 𝑧⟩ +
∑︁

1≤𝑣< 𝑗
#⟨L, 𝑦𝑣⟩

)
∨(

#⟨P1, 𝑧⟩ + #⟨P2, 𝑧⟩ +
∑︁

1≤𝑢<𝑖
#⟨L, 𝑥𝑢⟩ = #⟨P1, 𝑧⟩ +

∑︁
1≤𝑣< 𝑗

#⟨L, 𝑦𝑣⟩
)
.

(11)

Then, for each 𝜑pos (𝑖, 𝑗 ) , we need to combine it with a formula that says that there are indeed
mismatches in 𝑥𝑖 and 𝑦 𝑗 , to obtain formulae 𝜑𝑖, 𝑗 as follows:

• if 𝑥𝑖 ≼ 𝑦 𝑗 (including the case when they are occurrences of the same variable),

𝜑𝑖, 𝑗
def.⇔ 𝜑pos (𝑖, 𝑗 ) ∧

∑︁
𝑎∈Γ

#⟨M1, 𝑥𝑖 , 𝑎⟩ > 0 ∧
∑︁
𝑎∈Γ

#⟨M2, 𝑦 𝑗 , 𝑎⟩ > 0, (12)

• if 𝑥𝑖 ≻ 𝑦 𝑗 ,

𝜑𝑖, 𝑗
def.⇔ 𝜑pos (𝑖, 𝑗 ) ∧

∑︁
𝑎∈Γ

#⟨M1, 𝑦 𝑗 , 𝑎⟩ > 0 ∧
∑︁
𝑎∈Γ

#⟨M2, 𝑥𝑖 , 𝑎⟩ > 0. (13)

We do the case split based on the order of variables since the construction of 𝐴I guarantees in
which variable will be which mismatch. All 𝜑𝑖, 𝑗 formulae are then collected into the formula

𝜑 II
mis

def.⇔
∨

1≤𝑖≤𝑛
1≤ 𝑗≤𝑚

𝜑𝑖, 𝑗 (14)
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and the final formula equisatisfiable to 𝑥1 . . . 𝑥𝑛 ≠ 𝑦1 . . . 𝑦𝑚 is then defined as

𝜑 II def.⇔ PF tag (𝐴II) ∧
(
𝜑 II
len

∨
(
𝜑 II
sym

∧ 𝜑 II
mis

) )
. (15)

Theorem 5.2. The formula R′ ∧ I ∧ 𝑥1 . . . 𝑥𝑛 ≠ 𝑦1 . . . 𝑦𝑚 is equisatisfiable to the formula I ∧ 𝜑 II
.

Moreover, the size of 𝜑 II
is polynomial to 𝑛𝑚 · |R′ |.

5.3 III: A System of Disequalities
We now move to the general case of a system of disequalities, which all need to be satisfied at the
same time: ∧

1≤𝑖≤𝑛
𝐿𝑖 ≠ 𝑅𝑖 (16)

where each 𝐿𝑖 and 𝑅𝑖 are arbitrary concatenations of variables, with potentially multiple occurrences
in multiple disequalities. We, again, construct a tag automaton and a corresponding LIA formula
for it. The tag automaton for this case will be more complex.

One could extend the construction of 𝐴II from the previous section in a straightforward manner
by creating more copies of 𝐴◦. With multiple disequalities, we need to keep track of satisfying
position mismatches in particular disequalities, so that we do not count two mismatches in one
disequality and zero mismatches in another disequality. If done in a straightforward way, we would
need to consider all possible orders of mismatches in different disequalities, basically having one
copy of the tag automaton 𝐴II for each such an order. The number of these copies and the size
of the resulting automaton would, however, be intractable. In particular, if we consider a set of
disequalities 𝐷 = {𝐷1, . . . , 𝐷𝑛}, we would need (2𝑛)!

2𝑛 ∈ 2Θ(𝑛 log𝑛) such copies (obtained as the
number of permutations of a set of 𝑛 pairs of symbolsM𝑖

1,M
𝑖
2, respecting the orderM𝑖

1 ≺ M𝑖
2).

Another issue that we need to take into consideration is the fact that one mismatched symbol
may be used for solving more than one disequality. For instance, for the system of disequalities
𝑥 ≠ 𝑦 ∧ 𝑥 ≠ 𝑧 and its model {𝑥 ↦→ 𝑎,𝑦 ↦→ 𝑏, 𝑧 ↦→ 𝑐}, the value of 𝑥 is a mismatch for both
disequalities. To deal with these issues, we take a more involved approach. Our approach is based
on introducing two new types of tags:
(i) Instead of mismatch tags ⟨M𝑖 , 𝑎, 𝑥⟩ for 𝑖 ∈ {1, 2} from TII, we use more complex tags for

mismatches of the form ⟨M𝑖 , 𝑥, 𝐷, 𝑠, 𝑎⟩ denoting that the 𝑖-th mismatched symbol for the
disequality 𝐷 on the side 𝑠 ∈ {L,R} tracked for the variable 𝑥 was 𝑎. The mismatches can
appear in an arbitrary order in an accepting run of the tag automaton (potentially also multiple
or zero times), so we will need to extend the final LIA formula with a part that makes sure
that we have a mismatch for both sides of every disequality.

(ii) We introduce Copy tags ⟨C𝑖 , 𝑥, 𝐷, 𝑠⟩, which express that the 𝑖-th mismatch symbol for dise-
quality 𝐷 and side 𝑠 ∈ {L,R} is given by the latest symbol sampled by a M-tag for variable 𝑥 .

With these two new kinds of tags and corresponding constraints added to the final LIA formula,
we suffice with having a tag automaton with only 2𝑛 + 1 copies of 𝐴◦.

5.3.1 Tag Automaton Construction. Let 𝐴◦ be the 𝜖-concatenation of NFAs for all variables ob-
tained in the same way as described in Sec. 5.2. Then 𝐴III = (𝑄,Δ, 𝐼 , 𝐹 ) is a TA over TIII =

T◦ ∪ {⟨M𝑖 , 𝑥, 𝐷, 𝑠, 𝑎⟩, ⟨C𝑖 , 𝑥, 𝐷, 𝑠⟩ | 𝑎 ∈ Γ, 𝑥 ∈ X, 1 ≤ 𝑖 ≤ 2𝑛, 1 ≤ 𝐷 ≤ 𝑛, 𝑠 ∈ {L,R}} ∪ {⟨P𝑖 , 𝑥⟩ | 𝑥 ∈
X, 1 ≤ 𝑖 ≤ 2𝑛 + 1}. 𝐴III is constructed as follows:

• 𝑄 = {(𝑞, 𝑖) | 𝑞 ∈ 𝑄◦, 1 ≤ 𝑖 ≤ 2𝑛 + 1},
• 𝐼 = 𝐼◦ × {1},
• 𝐹 = 𝐹◦ × {1, 3, . . . , 2𝑛 + 1}, and
• Δ is the union of the following sets of transitions:
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𝑞𝑥 𝑟𝑥 𝑠𝑥
𝑎 𝑏
𝐴𝑥

𝑞𝑦 𝑟𝑦 𝑠𝑦
𝑎 𝑐
𝐴𝑦

𝑞𝑧 𝑟𝑧 𝑠𝑧
𝑎 𝑑
𝐴𝑧

(𝑞𝑥 , 1) (𝑟𝑥 , 1) (𝑠𝑥 , 2) (𝑠𝑥 , 3) (𝑞𝑦, 3)

(𝑟𝑦, 3)(𝑠𝑦, 4)(𝑞𝑧, 4)(𝑟𝑧, 4)(𝑠𝑧, 5)

⟨S, 𝑎⟩
⟨L, 𝑥⟩
⟨P1, 𝑥⟩

⟨S, 𝑏⟩, ⟨L, 𝑥⟩
⟨P2, 𝑥⟩

⟨M1, 𝑥, 𝐷1,L, 𝑏⟩
⟨C2, 𝑥, 𝐷2,L⟩

⟨S, 𝑎⟩
⟨L, 𝑦⟩
⟨P3, 𝑦⟩⟨S, 𝑐⟩, ⟨L, 𝑦⟩

⟨P4, 𝑦⟩
⟨M3, 𝑦, 𝐷1,R, 𝑐⟩

⟨S, 𝑎⟩
⟨L, 𝑧⟩
⟨P4, 𝑧⟩

⟨S, 𝑑⟩, ⟨L, 𝑧⟩
⟨P5, 𝑧⟩

⟨M4, 𝑥, 𝐷2,R, 𝑑⟩

Fig. 4. An example of a run satisfying the system 𝐷1 ∧ 𝐷2 where 𝐷1
def.⇔ 𝑥 ≠ 𝑦 and 𝐷2

def.⇔ 𝑥 ≠ 𝑧.

– {(𝑞, 𝑖)−{⟨S,𝑎⟩,⟨L,𝑧⟩,⟨P𝑖 ,𝑧⟩}→(𝑟, 𝑖) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑧⟩}→𝑟 ∈ Δ◦, 1 ≤ 𝑖 ≤ 2𝑛 + 1},
– {(𝑞, 𝑖)−{}→(𝑟, 𝑖) | 𝑞−{}→𝑟 ∈ Δ◦, 1 ≤ 𝑖 ≤ 2𝑛 + 1},
– {(𝑞, 𝑖)−{⟨S,𝑎⟩,⟨M𝑖 ,𝑧,𝐷,𝑠,𝑎⟩,⟨L,𝑧⟩,⟨P𝑖+1,𝑧⟩}→(𝑟, 𝑖 + 1) | 𝑞−{⟨S,𝑎⟩,⟨L,𝑧⟩}→𝑟 ∈ Δ◦, 1 ≤ 𝐷 ≤ 𝑛, 1 ≤ 𝑖 ≤
2𝑛, 𝑠 ∈ {L,R}} — a mismatch guess for the disequality 𝐷 and its side 𝑠 , and

– {(𝑞, 𝑖)−{⟨C𝑖 ,𝑥,𝐷,𝑠 ⟩}→(𝑞, 𝑖 + 1) | 1 ≤ 𝐷 ≤ 𝑛, 2 ≤ 𝑖 ≤ 2𝑛, 𝑠 ∈ {L,R}} — a guess that a mismatch
previously seen in 𝑥 is shared with the disequality 𝐷 and its side 𝑠 .

A run of 𝐴III nondeterministically guesses possible mismatches for disequalities, as well as which
mismatch is shared by multiple disequalities (the correctness of the guess is enforced by the final
LIA formula). The run also guesses which disequalities are satisfied due to a mismatch and which
are satisfied by the lengths violation (that is why 𝐹 contains accepting states within all odd-labelled
internal copies: each length-satisfied disequality removes the need for twomismatches). An example
of a selected run of 𝐴III is shown in Fig. 4.

5.3.2 Formula Construction. We construct a LIA formula equisatisfiable to the system of disequali-
ties based on the tag automaton described above. Contrary to the case of a single disequality, the
resulting formula is enhanced by subformulae ensuring consistency of each nondeterministic choice.
For simplicity, we introduce auxiliary (integer) variables describing particular choices that are then
used in the LIA subformulae: (i)𝑚𝐷,𝑠 variables containing the mismatch symbol for a disequality
𝐷 and its side 𝑠 and (ii) 𝑐𝑖 variables containing the shared 𝑖-th mismatch symbol (the mismatch
symbol preceding the C𝑖 -tag).
We start with auxiliary subformulae expressing that the mismatches are consistent, meaning

that each disequality and side has at most one sampled mismatch and that these mismatches are
sampled consistently for both sides. The first subformula 𝜑Fair checks that there is at most one
mismatch for each side of each disequality:

𝜑Fair
def.⇔

∧
𝐷∈{𝐷1,...,𝐷𝑛 }
𝑠∈{L,R}

( ∑︁
1≤𝑖≤2𝑛
𝑥∈X,𝑎∈Γ

#⟨M𝑖 , 𝑥, 𝐷, 𝑠, 𝑎⟩ + #⟨C𝑖 , 𝑥, 𝐷, 𝑠⟩ ≤ 1
)
. (17)

The subformula 𝜑Consistent then ensures that the quantified variables containing the mismatch
symbols are properly set, including the case of the copy tag, where the mismatch is inherited from
the previous mismatch transition.

𝜑Consistent
def.⇔

∧
𝐷∈{𝐷1,...,𝐷𝑛 }
𝑠∈{L,R},𝑎∈Γ,

1≤𝑖≤2𝑛

(( ∑︁
𝑥∈X

#⟨M𝑖 , 𝑥, 𝐷, 𝑠, 𝑎⟩ = 1
)
→ 𝑐𝑖 =𝑚𝐷,𝑠 = 𝑎

)
∧

(( ∑︁
𝑥∈X

#⟨C𝑖 , 𝑥, 𝐷, 𝑠⟩ = 1
)
→ 𝑐𝑖 =𝑚𝐷,𝑠 = 𝑐𝑖−1

)
.

(18)

Since not all disequalities have to be satisfied by the existence of a mismatch (but possibly also by
a length violation), the values of𝑚𝐷,𝑠 and 𝑐𝑖 variables for disequalities with a missing mismatch
(one side or both) might hold arbitrary values. Therefore, it is not sufficient to compare only values
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of𝑚𝐷,L and𝑚𝐷,R but it is necessary to take into account existing mismatches. It remains to check
the consistency of copy tags. In particular, we need to ensure that copy tags for a variable 𝑥 occur
on a run only if the previous mismatch or copy transition for 𝑥 was taken. We also need to check
that a C-transition was taken immediately after the previous mismatch or copy transition (M or C).

𝜑Copies
def.⇔

∧
1≤𝑖≤2𝑛
𝑥∈X

(( ∑︁
𝐷∈{𝐷1,...,𝐷𝑛 }
𝑠∈{L,R},𝑎∈Γ

#⟨M𝑖 , 𝑥, 𝐷, 𝑠, 𝑎⟩ + #⟨C𝑖 , 𝑥, 𝐷, 𝑠⟩ = 0
)
→

(∑︁
𝐷∈{𝐷1,...,𝐷𝑛 }
𝑠∈{L,R}

#⟨C𝑖+1, 𝑥, 𝐷, 𝑠⟩ = 0
))

∧

∧
2≤𝑖≤2𝑛
𝑥∈X

(( ∑︁
𝐷∈{𝐷1,...,𝐷𝑛 }
𝑠∈{L,R}

#⟨C𝑖 , 𝑥, 𝐷, 𝑠⟩ = 1
)
→ #⟨P𝑖 , 𝑥⟩ −

∑︁
𝐷∈{𝐷1,...,𝐷𝑛 }
𝑠∈{L,R},𝑎∈Γ

#⟨M𝑖−1, 𝑥, 𝐷, 𝑠, 𝑎⟩ = 0
)
.

(19)

We note that the last expression in 𝜑Copies , #⟨P𝑖 , 𝑥⟩ −
∑
. . . , is there since we need to make sure

that if there is a C𝑖 -tag immediately after an M𝑖−1-tag, the number of ⟨P𝑖 , 𝑥⟩ is one (because there
was already one P𝑖 tag on theM𝑖−1-transition), but if a copy tag follows another copy tag, then the
number of corresponding position tags is zero.

The final formula will be

𝜑 III def.⇔ PF tag (𝐴III) ∧ 𝜑Fair ∧ 𝜑Consistent ∧ 𝜑Copies ∧
∧

𝐷∈{𝐷1,...,𝐷𝑛 }

(
𝜑𝐷
len

∨ (𝜑𝐷
mis

∧ 𝜑𝐷
sym

)
)
, (20)

where 𝜑𝐷
len
, 𝜑𝐷

mis
, and 𝜑𝐷

sym
are similar to their counterparts in Sec. 5.2 but using the𝑚𝐷,𝑠 variables

instead of directly usingM-tags. Details are in [28].

Theorem 5.3. The formula R′ ∧ I ∧ ∧
1≤𝑖≤𝑛 𝐿𝑖 ≠ 𝑅𝑖 is equisatisfiable to the formula I ∧ 𝜑 III

.

Moreover, the size of 𝜑 III
is polynomial to𝑚𝑛 · |R′ | where𝑚 is the maximum size of any 𝐿𝑖 or 𝑅𝑖 .

6 Other Position Constraints
In this section, we show how the framework introduced in Sec. 5 can be extended for solving other
considered position constraints.

6.1 Length Constraints
For conjunctions

∧
1≤𝑖≤𝑛 𝑥𝑖 = len(𝑦𝑖1 · · ·𝑦𝑖𝑚𝑖

), where 𝑥𝑖 are integer variables, we create the 𝜖-
concatenation 𝐴◦ for all string variables occurring in the constraint and construct the formula

𝜑LEN
def.⇔ PF tag (𝐴◦) ∧

∧
1≤𝑖≤𝑛

(
𝑥𝑖 =

∑︁
1≤ 𝑗≤𝑚𝑖

#⟨L, 𝑦𝑖 𝑗 ⟩
)
. (21)

Theorem 6.1. The formula R′ ∧ I ∧∧
1≤𝑖≤𝑛 𝑥𝑖 = len(𝑦𝑖1 · · ·𝑦𝑖𝑚𝑖

) is equisatisfiable to the formula

I ∧ 𝜑LEN
and the size of 𝜑LEN

is polynomial to𝑚𝑛 · |R′ |.

6.2 Not Prefix and Not Suffix Predicates
The ¬prefixof (𝑥1 · · · 𝑥𝑛, 𝑦1 · · ·𝑦𝑚) and ¬suffixof (𝑥1 · · · 𝑥𝑛, 𝑦1 · · ·𝑦𝑚) predicates are similar to a dis-
equality 𝑥1 · · · 𝑥𝑛 ≠ 𝑦1 · · ·𝑦𝑚 in that they are satisfied if there is a mismatch at the same global
position between their first and second argument. Both predicates, however, have slightly different
conditions than disequalities on satisfiability due to their sides having incompatible lengths—the
first argument (𝑥1 · · ·𝑦𝑛) must be strictly longer than the second argument (𝑦1 · · ·𝑦𝑚). Therefore,
the tag-automaton construction is the same as in the case of a single unrestricted disequality
given in Sec. 5.2. Forming an equisatisfiable LIA formula also remains the same, save for small
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differences. The different condition on satisfiability by 𝑥1 · · · 𝑥𝑛 and 𝑦1 · · ·𝑦𝑚 having incompatible
lengths requires replacing the corresponding subformula 𝜑 II

len
by 𝜑∗FIX

len
defined as

𝜑∗FIX
len

def.⇔
∑︁

1≤𝑖≤𝑛
#⟨L, 𝑥𝑖⟩ >

∑︁
1≤ 𝑗≤𝑚

#⟨L, 𝑦 𝑗 ⟩. (22)

Furthermore, the ¬suffixof predicate treats the mismatch position differently than ¬prefixof .
Instead of being satisfied by a mismatch on the same global position starting from the beginning of
its arguments, the ¬suffixof predicate counts the mismatch position from the end of its arguments.
Therefore, we also need to replace the𝜑pos (𝑖, 𝑗 ) subformulae with𝜑NS

pos (𝑖, 𝑗 ) asserting that the mismatch
positions in both arguments are the same, using the ⟨P3, 𝑥⟩-tags, which we already added into 𝐴II

in Sec. 5.2. We define 𝜑NS
pos (𝑖, 𝑗 ) as follows:

(1) If 𝑥𝑖 and 𝑦 𝑗 are occurrences of a different variable, then

𝜑NS
pos (𝑖, 𝑗 )

def.⇔

#⟨P2, 𝑥𝑖⟩ + #⟨P3, 𝑥𝑖⟩ +

∑
1≤𝑢<𝑖 #⟨L, 𝑥𝑢⟩ = #⟨P3, 𝑦 𝑗 ⟩ +

∑
1≤𝑣< 𝑗 #⟨L, 𝑦𝑣⟩ if 𝑥𝑖 ≺ 𝑦 𝑗 ,

#⟨P3, 𝑥𝑖⟩ +
∑

1≤𝑢<𝑖 #⟨L, 𝑥𝑢⟩ = #⟨P2, 𝑦 𝑗 ⟩ + #⟨P3, 𝑦 𝑗 ⟩ +
∑

1≤𝑣< 𝑗 #⟨L, 𝑦𝑣⟩ otherwise.
(23)

(2) If 𝑥𝑖 and 𝑦 𝑗 are occurrences of the same variable 𝑧, then

𝜑NS
pos (𝑖, 𝑗 )

def.⇔
(
#⟨P2, 𝑧⟩ + #⟨P3, 𝑧⟩ +

∑︁
1≤𝑢<𝑖

#⟨L, 𝑥𝑢⟩ = #⟨P3, 𝑧⟩ +
∑︁

1≤𝑣< 𝑗
#⟨L, 𝑦𝑣⟩

)
∨(

#⟨P3, 𝑧⟩ +
∑︁

1≤𝑢<𝑖
#⟨L, 𝑥𝑢⟩ = #⟨P2, 𝑧⟩ + #⟨P3, 𝑧⟩ +

∑︁
1≤𝑣< 𝑗

#⟨L, 𝑦𝑣⟩
)
.

(24)

Intuitively, we start counting the mismatch position inside a variable after the mismatch has been
sampled rather than counting until it has been sampled. We denote the corresponding constructed
formulae as 𝜑pre (for ¬prefixof ) and 𝜑 suf (for ¬suffixof ).

Theorem 6.2. The formula R′∧I∧¬prefixof (𝑥1 · · · 𝑥𝑛, 𝑦1 · · ·𝑦𝑚) is equisatisfiable to the formula

I ∧ 𝜑pre
and the formula R′ ∧ I ∧ ¬suffixof (𝑥1 · · · 𝑥𝑛, 𝑦1 · · ·𝑦𝑚) is equisatisfiable to the formula

I ∧ 𝜑 suf
. The sizes of 𝜑pre

and 𝜑 suf
are polynomial to𝑚𝑛 · |R′ |.

6.3 Symbol (not) at a Position
Starting with the negative case first, let the input predicate be 𝑥𝑠 ≠ str .at (𝑦1 · · ·𝑦𝑚, 𝑥𝑖 ) where
𝑥𝑠 , 𝑦1, . . . 𝑦𝑛 are string variables and 𝑥𝑖 is an integer variable. We construct the tag automaton 𝐴
in the same way as described in Sec. 5.2. To form an equisatisfiable LIA formula, we modify the
reduction from Sec. 5.2 to capture that the mismatch position of the left-hand side is given by 𝑥𝑖
rather than being nondeterministically given by a run in the automaton:

𝜑1, 𝑗
def.⇔

{
𝑥𝑖 = #⟨P1, 𝑦 𝑗 ⟩ +

∑
1≤𝑘< 𝑗 #⟨L, 𝑦𝑘⟩ if 𝑦𝑖 ≺ 𝑥𝑠 ,

𝑥𝑖 = #⟨P2, 𝑦 𝑗 ⟩ +
∑

1≤𝑘< 𝑗 #⟨L, 𝑦𝑘⟩ otherwise.
(25)

We further introduce an auxiliary predicate 𝜑InBounds checking that 𝑥𝑖 is a valid position in 𝑦1 · · ·𝑦𝑚 :

𝜑InBounds
def.⇔ 0 ≤ 𝑥𝑖 <

∑︁
1≤ 𝑗≤𝑚

#⟨L, 𝑦 𝑗 ⟩. (26)

Proc. ACM Program. Lang., Vol. 9, No. PLDI, Article 169. Publication date: June 2025.



169:16 Yu-Fang Chen, Vojtěch Havlena, Michal Hečko, Lukáš Holík, and Ondřej Lengál

∧ ∧ ∧
a a b b a

a b a

offset 𝜅 = 0

a a b b a

a b a•

offset 𝜅 = 1

a a b b a

a b a• •

offset 𝜅 = 2

a a b b a ⋇

a b a• • •

offset 𝜅 = 3

𝑣 :

𝑢:

Fig. 5. Demonstration of how ¬contains(𝑢, 𝑣) for 𝑢, 𝑣 ∈ X∗
is satisfied by an assignment 𝜎 = {𝑢 ↦→ 𝑎𝑏𝑎,

𝑣 ↦→ 𝑎𝑎𝑏𝑏𝑎}. Symbols with red background present mismatches in the corresponding alignments.

The final formula 𝜑¬str .at is then modified to capture possible invalid positions of 𝑥𝑖 :

𝜑¬str .at def.⇔ PF tag (𝐴) ∧
( (
#⟨L, 𝑥𝑠⟩ > 0 ∧ ¬𝜑InBounds

)
∨ #⟨L, 𝑥𝑠⟩ > 1 ∨(

#⟨L, 𝑥𝑠⟩ = 1 ∧ 𝜑InBounds ∧ 𝜑sym ∧
∨

1≤ 𝑗≤𝑚
𝜑1, 𝑗

) )
.

(27)

Theorem 6.3. The formula R′ ∧ I ∧ 𝑥𝑠 ≠ str .at (𝑦1 · · ·𝑦𝑚, 𝑥𝑖 ) is equisatisfiable to the formula

I ∧ 𝜑¬str .at
and the size of 𝜑¬str .at

is polynomial to𝑚 · |R′ |.

The 𝑥𝑠 = str .at (𝑦1 · · ·𝑦𝑚, 𝑥𝑖 ) predicate can be reduced in a similar fashion, requiring us to replace
𝜑sym with 𝜑 ′

sym
, which enforces the sampled letters to be the same rather than being different.

𝜑 str .at def.⇔ PF tag (𝐴) ∧
( (
#⟨L, 𝑥𝑠⟩ = 0 ∧ ¬𝜑InBounds

)
∨(

#⟨L, 𝑥𝑠⟩ = 1 ∧ 𝜑InBounds ∧ 𝜑 ′
sym

∧
∨

1≤ 𝑗≤𝑚
𝜑1, 𝑗

) )
.

(28)

Theorem 6.4. The formula R′ ∧ I ∧ 𝑥𝑠 = str .at (𝑦1 · · ·𝑦𝑚, 𝑥𝑖 ) is equisatisfiable to the formula

I ∧ 𝜑 str .at
and the size of 𝜑 str .at

is polynomial to𝑚 · |R′ |.

6.4 Not Contains Predicate
In this section, we extend the reasoning about the disequality tag automaton 𝐴II introduced in
Sec. 5.2 to handling ¬contains with flat languages. The constraint ¬contains(𝑢, 𝑣) for 𝑢, 𝑣 ∈ X∗

is satisfiable if there is a string assignment of variables from 𝑢 and 𝑣 yielding words 𝑤𝑢 and 𝑤𝑣
respectively such that for every alignment of𝑤𝑢 and𝑤𝑣 (i) there is a mismatch symbol of𝑤𝑢 and𝑤𝑣
or (ii) 𝑤𝑢 overflows 𝑤𝑣 . For example, considering the constraint ¬contains(𝑢, 𝑣), the assignment
𝜎 = {𝑢 ↦→ 𝑎𝑏𝑎, 𝑣 ↦→ 𝑎𝑎𝑏𝑏𝑎} is a model—for every alignment of 𝑎𝑏𝑎 and 𝑎𝑎𝑏𝑏𝑎, there is either
a mismatching symbol or a part of 𝑎𝑏𝑎 is outside 𝑎𝑎𝑏𝑏𝑎 (cf. Fig. 5). The alignment of 𝑤𝑢 and 𝑤𝑣
can be characterized by the offset 𝜅 ∈ N of𝑤𝑢 counted from the beginning of𝑤𝑣 . Therefore, the
semantics of ¬contains implicitly involves a universal quantifier ranging over all possible offsets.
Since we need to consider mismatches for all offsets of 𝑤𝑢 and 𝑤𝑣 , one might consider the

formula 𝜑 II from Sec. 5.2, but changed such that the position constraints 𝜑pos (𝑖, 𝑗 ) take into account
a universally quantified offset variable 𝜅. Such a solution, however, does not work, since we need
that (i) for each value of 𝜅, the string assignment remains the same (we want to shift the same
assignment to different positions given by the offset and not obtain a different assignment for
each offset), and (ii) for each offset the particular mismatch position and symbol (if any) may be
different. The second property is problematic as the different offsets might involve different runs in
the tag automaton that are, however, over the same string assignment. For this reason, we need to
impose a flat language restriction, since for flat automata, the number of taken transitions (and so
a model of PF (𝐴)) uniquely determines the accepted word. On the other hand, for non-flat automata,
this property does not hold. E.g,. consider an NFA with a single state 𝑞 (which is both initial and
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accepting) and two transitions: 𝑞
𝑎−→ 𝑞 and 𝑞

𝑏−→ 𝑞. The two words 𝑎𝑎𝑏𝑏 and 𝑏𝑏𝑎𝑎 accepted by the
NFA are different, but they have the same Parikh images. Our restriction to flat languages gives us
the guarantee that a model of the Parikh formula uniquely determines the string assignment.

6.4.1 Formula Construction. Let 𝜑 = ¬contains(𝑢, 𝑣) where 𝑢 = 𝑢1 . . . 𝑢𝑛 and 𝑣 = 𝑣1 . . . 𝑣𝑚 are
sequences of variables from X such that 𝐿(Aut(𝑥)) is flat for every 𝑥 ∈ X, and let 𝐴II be a tag
automaton constructed as described in Sec. 5.2. Since we now need to speak about different runs
of 𝐴II, we lift the definition of the Parikh tag image to explicitly speak about the Parikh variables,
i.e., PF tag (𝑇, #) where # denotes the set of all #-prefixed variables in PF tag . Since we need to speak
about alignments of assignments, we also refine the formulae 𝜑pos (𝑖, 𝑗 ) from Sec. 5.2 to 𝜑pos (𝑖, 𝑗 ) (𝜅, #),
explicitly relating the used Parikh variables and the particular offset 𝜅 . The offset 𝜅 is added to the
left-hand side of every equation occurring inside 𝜑pos (𝑖, 𝑗 ) , in order to express that the assignments
of the left-hand side are shifted to the right by 𝜅 . The formula 𝜑 II

mis
from Sec. 5.2 is then also changed

into 𝜑mis (𝜅, #), which uses 𝜑pos (𝑖, 𝑗 ) (𝜅, #) instead of 𝜑pos (𝑖, 𝑗 ) .
Let us start by defining some auxiliary predicates used later in the resulting formula:

𝜋 (𝑞−{⟨S,𝑎⟩,⟨L,𝑥 ⟩}→𝑝) def.
=

{
(𝑞, 𝑖)−{𝑈 }→ (𝑝, 𝑗) | (𝑞, 𝑖)−{𝑈 }→ (𝑝, 𝑗) ∈ Δ(𝐴II), ⟨S, 𝑎⟩ ∈ 𝑈

}
and (29)

EqualWords(#1, #2)
def.⇔

∧
𝑡 ∈Δ(𝐴◦ )

©­«
∑︁

𝑟 ∈𝜋 (𝑡 )
#1𝑟 =

∑︁
𝑟 ∈𝜋 (𝑡 )

#2𝑟
ª®¬ . (30)

Let #1 and #2 be two sets of Parikh variables encoding accepting runs of 𝐴II, i.e., PF tag (𝐴II, #1) and
PF tag (𝐴II, #2) hold. Intuitively, EqualWords(#1, #2) is satisfied iff #1 and #2 correspond to the same
sets of runs in the 𝜖-concatenation 𝐴◦ serving as a basis for 𝐴II, and, therefore, since we assume
flat automata, #1 and #2 correspond to the same string assignments. Further, we define LenDiff (#)
expressing the difference |𝑤𝑣 | − |𝑤𝑢 | where𝑤𝑢 and𝑤𝑣 are concatenated assignments of ¬contains’s
arguments given by the Parikh image:

LenDiff (#) def.
=

( ∑︁
1≤ 𝑗≤𝑚

#⟨L, 𝑣 𝑗 ⟩
)
−

( ∑︁
1≤𝑖≤𝑛

#⟨L, 𝑢𝑖⟩
)
. (31)

The resulting formula equisatisfiable to the ¬contains is then given as

𝜑NC
def.⇔ PF tag (𝐴II, #1)∧∀𝜅∃#2

( (
PF tag (𝐴II, #2) ∧ EqualWords(#1, #2) ∧ 𝜑mis (𝜅, #2)

)
∨

𝜅 < 0 ∨ 𝜅 > LenDiff (#1)
)
.

(32)

Note that in the formula, we use ∃# to denote the existential quantification over all variables in #.
Intuitively, 𝜑NC is satisfied iff there is a string assignment corresponding to #1 such that for every
offset 𝜅, we can find some other model #2 satisfying PF tag (𝐴II, #2) that encodes the same string
model (but potentially a different run through 𝐴II. Moreover, 𝜑NC says that the run corresponding
to #2 contains a mismatch for the offset 𝜅. Alternatively, the offset 𝜅 might be larger than the
difference between lengths of ¬contains arguments or negative, in which case the corresponding
alignment is trivially satisfied.

Theorem 6.5. The formula R′ ∧ I ∧ ¬contains(𝑢1 . . . 𝑢𝑛, 𝑣1 . . . 𝑣𝑚) where the language of each 𝑢𝑖
and 𝑣 𝑗 is flat is equisatisfiable to the formula I ∧ 𝜑NC

. Moreover, the size of 𝜑NC
is polynomial

to𝑚𝑛 · |R′ |.

Proc. ACM Program. Lang., Vol. 9, No. PLDI, Article 169. Publication date: June 2025.



169:18 Yu-Fang Chen, Vojtěch Havlena, Michal Hečko, Lukáš Holík, and Ondřej Lengál

6.5 Arbitrary Combination of Position Predicates
The construction of the tag automaton for multiple disequalities and the subsequent LIA re-
duction can be easily extended to a system 𝜓 ≡ ∧

1≤𝑘≤𝐾 𝑃𝑘 (𝑥𝑘,1 · · · 𝑥𝑘,𝑛𝑘 , 𝑦𝑘,1 · · ·𝑦𝑘,𝑚𝑘
) where

𝑃𝑘 ∈ {≠, ¬prefixof , ¬suffixof , str .at, ¬str .at, ¬contains}. From a high-level perspective, a single
𝜖-concatenation 𝐴◦ of all automata of variables occurring in 𝜓 is created. The tag automaton is
formed in the same way as described in Sec. 5.3, containing 2𝐾 + 1 copies of 𝐴◦ to track up to 2𝐾
possible mismatch symbols (one for each side of every predicate). The resulting LIA formula is then

𝜑comb
def.⇔ 𝜑Parikh ∧ 𝜑Consistent ∧ 𝜑Copies ∧

∧
1≤𝑖≤𝐾

𝜑𝑖
Sat

(33)

where 𝜑𝑖
Sat

is a LIA formula specific to the type of 𝑖-th constraint described in previous sections
expressing that the predicate is satisfied. Note that 𝜑𝑖

Sat
needs to be modified in the same way as in

the case of a system of multiple disequalities (cf. Sec. 5.3) to make use of the 𝑝𝐷,𝑠 and𝑚𝐷,𝑠 variables.
Furthermore, all variables present in any ¬contains predicate must have a flat language to maintain
soundness, similar as in the case of a single ¬contains predicate.
Theorem 6.6. The formula R′ ∧ I ∧𝜓 is equisatisfiable to the formula I ∧ 𝜑comb

, provided all

variables occurring in ¬contains constraints within𝜓 are assigned flat languages by R′
. In addition,

the size of 𝜑comb
is polynomial to𝑚𝑛 · |R′ | where 𝑛 is the number of constraints in 𝜓 and𝑚 is the

maximum size of any side of the constraints in𝜓 .

7 Decidability and Complexity
This section covers theoretical results that follow from tag-automaton constructions based on
position predicates and subsequent reductions into LIA described in previous sections. We will
formulate our results as instances of the following parametrized decision problem.

PosRegSAT(E,R,I,P)
INPUT: • a set of string variables X = {𝑥1, 𝑥2, . . . , 𝑥𝑘 },

• a conjunction of word equations E,
• a conjunction of regular constraints R =

{
𝑥 ∈ 𝐿(𝐴𝑥 ) | 𝑥 ∈ X

}
,

• a conjunction of length constraints I, and
• a conjunction of position constraints P.

QUESTION: Is there an assignment 𝜎 : X → Γ∗ satisfying E ∧ R ∧ I ∧ P?
In the following, we write R to denote an arbitrary conjunction of regular constraints of the form

R =
∧
𝑥∈X 𝑥 ∈ 𝐿(𝐴𝑥 ) where 𝐴𝑥 is an NFA associated with the variable 𝑥 if not specified otherwise.

Theorem 7.1. The time complexity of PosRegSAT(∅,R, ∅,P) with P = 𝑃 (𝑥1 · · · 𝑥𝑛, 𝑦1 · · ·𝑦𝑚) for
𝑃 ∈ {≠,¬suffixof ,¬prefixof } is in PTime, more concretely in O(𝑛𝑚 · |Γ |3 · |R |6).

Proof outline. We outline the proof for 𝑃 being a disequality; the other cases are similar. We
construct a one-counter automaton𝐶 with a counter c with updates limited to {−1, 0,+1} such that
there is an accepting state reachable with c = 0 iff the input combination of regular constraints
and 𝑃 is satisfiable. We show that 𝐶 has a polynomial size to the input and using the result of [9,
Lemma 11] stating that 0-reachability of a state in a one-counter automaton can be decided in
PTime, we get the theorem. The full proof is given in [28]. □

Lemma 7.2. PosRegSAT(∅,R, ∅,P) with P =
∧

1≤𝑖≤𝐾 (𝑥𝑖,1 · · · 𝑥𝑖,𝑛𝑖 ≠ 𝑦𝑖,1 · · ·𝑦𝑖,𝑚𝑖
) is NP-hard.

Proof. By reduction from 3-SAT. Let 𝜑 be an input 3-SAT formula. For each Boolean variable 𝑥𝑖
in 𝜑 , we create a string variable 𝑦𝑖 with Aut(𝑦𝑖 ) being a DFA with 2 states accepting the language
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{0, 1}. For each clause in 𝜑 , we create a new disequality such that, e.g., for a clause (𝑥1 ∨ ¬𝑥2 ∨ 𝑥3),
we create the disequality 𝑦1𝑦2𝑦3 ≠ 010. Then the system of disequalities is equisatisfiable to 𝜑 . □

Theorem 7.3. PosRegSAT(∅,R, ∅,P) with P =
∧

1≤𝑖≤𝐾 𝑃𝑖 (𝑥𝑖,1 · · · 𝑥𝑖,𝑛𝑖 , 𝑦𝑖,1 · · ·𝑦𝑖,𝑚𝑖
) for 𝑃𝑖 ∈ {≠,

¬suffixof ,¬prefixof , str .at,¬str .at} is NP-complete.

Proof. From Theorem 7.2 we have that the problem is NP-hard. NP-membership follows from
constructing an equisatisfiable quantifier-free LIA formula𝜓 as described in Sec. 6.5 and observing
that𝜓 is of polynomial size. Satisfiability of quantifier-free LIA is in NP [63]. □

The following theorem states that position constraints with structurally limited languages of
variables occurring in ¬contains predicates can be decided in NExpTime.

Theorem 7.4. PosRegSAT(∅,R, ∅,P) with P =
∧

1≤𝑖≤𝐾 𝑃𝑖 (𝑥𝑖,1 · · · 𝑥𝑖,𝑛𝑖 , 𝑦𝑖,1 · · ·𝑦𝑖,𝑚𝑖
) for 𝑃𝑖 ∈ {≠,

¬suffixof ,¬prefixof ,¬contains, str .at,¬str .at} such that 𝐿(𝐴𝑥 ) of any variable 𝑥 that occurs in

a ¬contains predicate is flat can be decided in NExpTime.

Proof. We can observe that, in the presence of ¬contains predicates, the resulting formula 𝜓
constructed as described in Sec. 6.5 falls into the ∃∀∃-fragment of LIA (after transforming into the
prenex normal form). As the number of quantifier alternations is 2, we obtain that𝜓 is decidable in
ΣExp
1 = NExpTime [37], where ΣExp

1 is the first level of the weak exponential hierarchy. □

Contrary to deciding a single disequality (which is in PTime), deciding a single ¬contains is
already NP-hard, as stated by the following theorem (proven in [28]).

Theorem 7.5. PosRegSAT(∅,R, ∅,P) with P = ¬contains(𝑥1 . . . 𝑥𝑛, 𝑦1 . . . 𝑦𝑚) is NP-hard.

Finally, we obtain the decidability of the whole fragment considered in the paper for chain-free
word equations.

Theorem 7.6. PosRegSAT(E,R,I,P) with E being chain-free [8], P =
∧

1≤𝑖≤𝐾 𝑃𝑖 (𝑥𝑖,1 · · · 𝑥𝑖,𝑛𝑖 ,
𝑦𝑖,1 · · ·𝑦𝑖,𝑚𝑖

) for 𝑃𝑖 ∈ {≠,¬suffixof ,¬prefixof ,¬contains, str .at,¬str .at} and R =
∧
𝑥∈X 𝑥 ∈ 𝐿(𝐴𝑥 )

such that 𝐿(𝐴𝑥 ) of any variable 𝑥 that occurs in a ¬contains predicate is flat is decidable.

Proof. As E is chain-free, we start by solving only E ∧ R ∧ I using the approach described
in [23], obtaining a new set of variables X′ along with a length constraint I′ (extension of I
with equalities relating lengths of the original variables and the variables from X′), a monadic
decomposition R′ =

∧
𝑥 ′∈X′ 𝑥 ′ ∈ 𝐿(𝐴𝑥 ′ ) and a length constraint (we note that the noodlification

procedure in [23] preserves flatness of languages), and a substitution map 𝜎 : X → (X′)∗ mapping
original variables to (potentially concatenations of) new variables. Applying 𝜎 to P, we obtain
a conjunction P′ of new position predicates. We are left to solve a new system R′ ∧ I′ ∧ P′, for
which we can construct an equisatisfiable LIA formula using the techiniques presented in this work.
Therefore, we obtain an equisatisfiable formula in a decidable theory, concluding the proof. □

8 Experimental Evaluation
We implemented the proposed decision procedure in the Z3-Noodler solver version 1.3 [24]. We
call the modified version Z3-Noodler-pos. Since we need a monadic decomposition for dealing
with position constraints, the proposed decision procedure was integrated to the stabilization-based
procedure [23], which computes the monadic decomposition. For an input formula, we separate
the position constraints, apply the stabilization-based procedure on the remaining constraints,
and for each of the possible obtained monadic decompositions (there might be more depending
on the case-splits within the stabilization), we add the LIA formula describing satisfiability of
those position constraints to the LIA formula provided by the stabilization-based procedure (this
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Table 1. Results of experiments on all benchmarks. For each benchmark we give the number of cases the tool

runs out of resources (column “OOR”, the number of timeouts and memory outs), the number of unknowns

(column “Unk”), and total time in seconds on finished instances (column “Time”) and on all instances (i.e.,

when taking the time 120 s for OOR/Unk instances; column “TimeAll”). The best TimeAll results are bold.
biopython django thefuck position-hard All
(77,222) (52,643) (19,872) (550) (150,287)

OOR Unk Time TimeAll OOR Unk Time TimeAll OOR Unk Time TimeAll OOR Unk Time TimeAll OOR Unk Time TimeAll

Z3-Noodler-pos 171 0 3,490 24,010 39 0 3,325 8,005 0 0 665 665 0 0 124 124 210 0 7,604 32,804
Z3-Noodler 171 336 3,545 64,385 37 108 3,473 20,873 1 375 637 45,757 234 246 1,912 59,512 443 1,065 9,567 190,527
cvc5 69 0 12,834 21,114 0 0 4,515 4,515 0 0 690 690 550 0 – 66,000 619 0 18,039 92,319
Z3 1,047 0 15,661 141,301 502 0 7,501 67,741 47 0 9,457 15,097 550 0 – 66,000 2,146 0 32,619 290,139
OSTRICH 2,986 0 749,986 1,108,306 4,404 0 979,326 1,507,806 967 0 120,152 236,192 550 0 – 66,000 8,907 0 1,849,464 2,918,304

LIA formula may contain additional subformulae speaking, e.g., about lengths of the solution
or string-integer conversions [39]). For satisfiability checking of quantifier-free LIA formulae,
Z3-Noodler uses Z3’s internal LIA solver based on the Simplex method extended with a branch-
and-cut strategy to obtain integer solutions [33]. For universally quantified formulae (those obtained
by the reduction of ¬contains), we use an additional Z3’s internal solver based on the model-based

quantifier instantiation [36] approach.
For representing the tag automaton structure, we use the Mata library [30]. A tag automaton is

represented as a nondeterministic finite automaton with additional mapping of Mata’s integer
symbols to sets of tags. The LIA formula is generated in Z3-Noodler’s internal format, which is
then converted to Z3’s formula representation. Except of the proposed procedure, Z3-Noodler-pos
implements heuristics for simple cases of the ¬contains predicate. In particular, if |𝑢 | < |𝑣 |, then
¬contains(𝑢, 𝑣) is satisfied. Therefore, if we get a ¬contains with not-flat languages, we apply this
underapproximation. For the case when the language of 𝑣 is finite, we enumerate words from the
language and check them separately instead of generating complex quantified formulae.
8.1 Experimental Settings
We evaluated Z3-Noodler-pos on benchmarks containing heavy position constraints. We collected
4 benchmark sets (the number of formulae is in parentheses): (i) biopython (77,222) obtained by
a symbolic execution of Python tools for bioinformatics [3], (ii) django (52,643) from a symbolic
execution of the Django web application framework [3], (iii) thefuck (19,872) from a symbolic
execution of a tool correcting command mistakes [3]9, and (iv) position-hard (550) containing diffi-
cult hand-crafted formulae with disequalities and ¬contains predicates.10 Altogether, we collected
150,287 formulae for evaluation. We note that these formulae (in particular the first three sets)
are from the wild, i.e., they are not of the form R′ ∧ I ∧ P, which we consider in Secs. 5 and 6.
Instead, they have a more general Boolean structure with word equations and other constraints
(not even necessarily chain-free), which are (in our case) handled and transformed into the monadic
decomposition and our input form by the stabilization-based procedure of Z3-Noodler. Moreover,
a single input formula might cause multiple calls to the string solver with formulae from different
fragments. Since the main goal of this evaluation is to show the improvement that our contribu-
tion brings to automata-based techniques being able to handle position constraints, we excluded
benchmarks from SMT-LIB [12], where the number of position-heavy constraints is small.
We compared Z3-Noodler-pos with Z3-Noodler (version 1.3) [24], cvc5 (version 1.2.0) [11],

Z3 (version 4.13.3) [33], and OSTRICH (version 1.4) [22]. We excluded Z3-Trau [5] as it gives
incorrect results on some benchmarks and Z3-Alpha [56] as it fails with an error on a large fraction
9The three benchmark sets biopython, django, and thefuck are from [3], where they were obtained by running the symbolic
executor PyCT [73] on the respective projects and keeping formulae that contained at least one position string constraint or
a constraint that is naturally translated to a position constraint, such as indexof.
10These are simple formulae inspired by the problem of testing primitiveness of a word. They contain one ¬contains or ≠
predicate over concatenations of string variables (with possible repetitions, e.g., 𝑥𝑦𝑧 ≠ 𝑥𝑥𝑦) constrained by simple regular
languages (e.g., 𝑎∗ or (𝑎𝑏𝑐 )∗). Despite their apparent simplicity, a solution cannot be easily found by systematically trying
different assignments, which seems to be the reason why these formulae are unsolvable by state-of-the-art solvers.
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Fig. 6. Comparison of Z3-Noodler-pos with Z3-Noodler, cvc5, Z3, and OSTRICH. Times are in seconds,

axes are logarithmic. Dashed lines represent timeouts (120 s). Colours distinguish benchmarks: • biopython,
• django, • thefuck, and • position-hard.

of the benchmark. The experiments were executed on a server with an AMD EPYC 9124 64-Core
Processor (16 cores were used by our experiment) with 125GiB of RAM running Ubuntu 22.04.5.
The timeout was set to 120 s (from our experience, higher limit has only a negligible effect on the
number of solved instances) and the memory limit was set to 8GiB (except for OSTRICH, where
we set the limit to 16GiB, since OSTRICH refuses to run with less than 8GiB of memory).

8.2 Results
The overall results comparing Z3-Noodler-pos with other tools are shown in Table 1. From the
table you can see that Z3-Noodler-pos has the smallest number (210) of OORs (i.e., time/memory-
outs) followed by Z3-Noodler (443; however, it answers Unk for 1,065 instances) and cvc5 (619).
Z3 and OSTRICH have a bit more OORs than these tools (2,146 and 8,907 respectively). For the
biopython and django benchmark sets, cvc5 is the best solver, having slightly less OORs than
Z3-Noodler-pos (171 vs. 69 on biopython and 39 vs. 0 on django, which is ∼0.1 % of the two
benchmark sets). On the thefuck set, the overall performance of Z3-Noodler-pos and cvc5 is
roughly the same (Z3-Noodler-pos is faster by 25 s on thewhole benchmark set, which is negligible),
though the performance on individual formulae in the set can differ by a lot (cf. Fig. 6b). On the
position-hard benchmark, Z3-Noodler-pos can solve all formulae while no other solver except
Z3-Noodler can solve any of them (and Z3-Noodler can solve only 70). Note that concerning
unsolved instances, Z3-Noodler-pos is quite orthogonal to cvc5 (only 10 formulae can be solved
neither by Z3-Noodler-pos nor cvc5). Regarding the overall running time, Z3-Noodler-pos has
the smallest time of all other tools.

From a comparison of Z3-Noodler-pos and Z3-Noodler, it is evident that the proposed decision
procedure significantly helps in solving instances that were unknown for the original Z3-Noodler
without any performance regression. The OORs of Z3-Noodler-pos on benchmarks obtained
from symbolic execution are caused mainly by non-chain-freeness of the input constraint where
the stabilization-based procedure was not able to get a stable solution before the time limit. In
Fig. 6 we show scatter plots comparing the performance of Z3-Noodler-pos with Z3, cvc5, and
OSTRICH. It can be seen from the figures that Z3-Noodler-pos can significantly outperform other
state-of-the-art solvers on many instances. In Fig. 7 we give a cactus plot comparing sorted running
times on all benchmarks, showing the superior performance of Z3-Noodler-pos.

9 Related Work
Approaches and tools for string solving are numerous and diverse, with a variety of constraint
representations, algorithms, and input types. Many approaches use automata, e.g., Stranger [76–
78], Z3-Noodler [18, 24, 26], Norn [6, 7], OSTRICH [19–21, 21, 54], Trau [3–5, 8], Sloth [40],
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Fig. 7. Cactus plot comparing sorted runtimes of Z3-Noodler-pos with other tools. The 𝑦-axis denotes the

time in seconds (the axis is logarithmic), the 𝑥-axis denotes the number of solved formulae ordered by their

runtime (we show only the ∼14,500 hardest formulae for each solver).

Slog [75], Z3str3RE [14, 16], Retro [25, 29]. The most important tools focused on word equations
include cvc4/5 [13, 51–53, 62, 67, 68], Z3 [17, 33]. Bit vectors are commonly used in tools like
Z3Str/2/3/4 [15, 60, 79, 80] and HAMPI [46], while PASS [50] utilizes arrays, and G-strings [10] and
GECODE+S [71] use a SAT solver. Z3-Alpha [56] synthesizes efficient strategies for Z3 in order to
improve the performace.
The chain-free fragment [8], which we extend in this paper, represents the largest fragment of

string constraints for which any string solver offers formal completeness guarantees. Quadratic
equations, addressed by tools like Retro [25, 29] and Kepler22 [48], are incomparable but have
less practical relevance, though some tools, such as Z3-Noodler or OSTRICH, implement Nielsen’s
algorithm [61] to handle quadratic cases. Most other solvers guarantee completeness on smaller
fragments (e.g., OSTRICH [54], Norn [6, 7], and Z3str3RE [16]), or use incomplete heuristics that
work in practice by over-/under-approximating or by sacrificing termination guarantees.

When it comes to handling position constraints, existing tools generally employ a similar
approach—reducing these constraints to equations and length constraints, which are then solved
using exponential-space algorithms or incomplete techniques in modern string solvers. However,
this approach cannot be even used for ¬contains as it cannot be directly reduced to quantifier-free
combination of equations and length constraints. cvc-4/5 transforms ¬contains to quantified string
formula, which is then solved by quantifier instantiation [66]. Probably the closest approach to
ours is [3] converting the ¬contains into a LIA formula. The main differences are threefold: (i) the
approach of [3] builds on the flattening underapproximation, while our approach is precise. (ii) our
framework is more general that we can reduce to LIA all combinations of position constraints
and not just ¬contains. (iii) The approach in [3] avoids considering repetitions of variables, which
is a central part of our work, by an aggressive overapproximation based on replacing repeating
variables by fresh ones. The idea of using counting to determine positions in strings was also used
in [21], where cost enriched automata similar to our tag automata were used, though [21] aspires
only to solve a substantially simpler problem of computing pre-images of basic constraints and
does not consider position constraints. The inspiration for our use of tag automata was originally
drawn from methods used in functional equivalence checking of streaming string transducers [9].

Data Availability Statement
An environment with the tools and data used for the experimental evaluation in the current study
is available at [27].
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