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Abstract. Location plays a key role in the success of a business. No amount of 
property features such as building, decorating, or price can overcome the negative 
impact of a poor location. A strategically positioned business not only reduces 
financial risks but also enhances the likelihood of achieving success. This work 
aims to develop a user-friendly information system to assist retailers in making 
informed location decisions. The system utilizes a well-known methodology 
based on Kernel Density Estimation, evaluating geo-demand and geo-
competition, and the Analytical Hierarchy Process to determine a suitable 
location. The results are presented on the open datasets provided by the City of 
Brno, the second largest city in the Czech Republic. It allows users to choose 
between 84 types of business and display precalculated heatmaps of hot spots 
representing areas of a high range of commercial services. Then, the users are 
provided with the tool to evaluate their own locations of interest based on their 
own defined criteria. The results demonstrate the practical use of theoretical 
methodology with real data, evaluating its usability and performance aspects. 

Keywords: analytical hierarchy process, decision support system, geo-visualization, 
kernel density estimation, location-based decision-making, open data, retail site 
decision process. 

1 Introduction 

What are the three most important factors in selling real estate? Location, location and 
location. This is applicable both in the private and public sector and also in the retail 
business [2, 7, 14]. Deciding where to locate business has always been a problem that 
people continuously tried to solve all over the world. Throughout time, a great majority 
of retailers would make a decision based on personal experience and instinct, regarding 
the process very much as an art. People would mainly use very subjective techniques. 
Some of them are no more than hunches based upon experience [16]. However, with 
the passage of time, it can be observed that the adoption of objective evaluation 
techniques in the field of retail location planning is increasing beyond employing 
simple experience to underpin store portfolio decision-making [26]. 
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On the other side, classical location theories based on GIS techniques and statistical 
analysis make it possible to relate store location to distance from the center, population 
density and the location of competitors [25]. When relying on store-location models, it 
should be taken into account that these models are not always as comprehensive as they 
should be: they do not account for the impact of location-specific operating costs on 
location decisions; they do not account for the impact of a consumer's free time on their 
propensity to shop at a specific location; they do not include the impact of the internet 
and mail order, etc. [22] It is also necessary that such models do not become “black 
boxes” that only statisticians and domain specialists understand [36]. 

In the retail environment, businesses are surrounded by enormous amount of data 
and variables that can influence their success. Any entrepreneur embarking on the 
journey of starting a business faces a significant obstacle at the outset: the need for 
significant investment. Initial capital costs can be very challenging, from purchasing 
inventory to setting up infrastructure and hiring employees. However, customers rarely 
come immediately, and the initial investment doesn't start to pay off promptly. 

As information systems evolved, research procedures became more sophisticated. 
This presented a challenge for retailers: without using location decision procedures to 
improve objectivity, they risked falling behind businesses that adopted such 
methodologies [16]. If retailers choose to do their own analysis, they are faced with 
large amounts of data, and browsing maps or websites to analyze competitors is time-
consuming and with uncertain results. Retailers must carefully select and coordinate 
the tools to ensure they complement each other and provide a comprehensive view of 
the decision at hand. Otherwise, they risk making false decisions or mistakes. 

The advantages of open data are realized by both the government and the private 
sector, with the main benefits including greater transparency, increased efficiency and 
effectiveness, and societal and economic contributions [35]. Such data can serve as 
a new resource for citizens, and its use holds the promise of social innovation if citizens 
realize the potential of this resource [21]. Since geospatial data plays a significant role 
in selecting a suitable location, relevant open datasets have been selected to confirm the 
possibility of using such data for new valuable applications. 

We aim to build a system to aid retailers in making informed location decisions. The 
system can help with both possible scenarios when the retailer chooses a suitable retail 
site location—both in the case that the retailer has selected several suitable areas and 
needs to choose the right one from them; so if the retailer is not clear about the location 
and needs to find a suitable place for his business based on an own analysis. Therefore, 
the system is suitable both for identifying high-potential areas and performing 
competitive analysis and location evaluation. The chosen methodology outlined in [27] 
enables users to analyze multiple datasets, utilize geographical information systems 
features for site selection and input their preferences into the system, making the 
process flexible and suitable for any retailer who chooses to use it. Expected outputs 
include a generic model for geospatial data, which will be the input of a user-friendly 
analytical tool that is usable without the need to be a data analyst or advanced user of 
information technologies. This tool will offer a straightforward evaluation process for 
selecting a suitable location for a business. The results will be practically demonstrated 
using data from the city of Brno. 
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2 Retail Site Decision Process 

The retail sector is currently in a phase of transformation due to various factors, 
including the rise in consumer mobility, the prevalence of e-commerce, shifting 
household demographics, and market saturation. With that, there were evolving 
business strategies to align with emerging trends. Since the late 1970s, there has been 
a noticeable decline in the growth of hypermarkets, with small and medium-sized 
supermarkets gaining preference [20]. This shift in consumer behavior has forced small 
retailers to adopt more strategic approaches when selecting store locations, determining 
store size, and offering services. 

The problem of retail site decision-making is a complex process composed of several 
steps, beginning with an analysis of the retail area (e.g., distribution of potential 
customers, available markets, etc.), followed by specification of required criteria (e.g., 
accessibility, sales floor, etc.), and determination and evaluation of suitable location 
candidates. Roig-Tierno et al. [27] present a methodology which combines the 
application of Geographical Information Systems (GIS) with the Kernel Density 
Estimation (KDE) method, followed by the determination of possible location using the 
Analytical Hierarchy Process (AHP), shown in Fig. 1. 

The concept of the process is based on spatial dispersion: geo-demand (the location 
of potential customers) and geo-competition (the location of business competitors) [4], 
which are used to calculate KDE. In the next step, the decision-maker must select the 
areas of interest and provide attributes for each potential location, which he can then 
compare against each other using a scale. Once it is done, AHP is applied to evaluate 
all the attributes on each site and output locations with their rating. The location with 
the highest rating is considered to be the most desired [27]. 

 

Fig. 1. The entire retail site location decision process consists of several consecutive steps. The 
letters L with a number indicate specific locations on the map selected by the decision-maker. 
This concept was taken from the publication [27]. 

As [8, 11, 19] shows, the process can be adjusted to specific needs, or other 
methodologies can be used. This section aims to conduct a concise analysis of the 
algorithms and methodologies that can be adopted for the presented process. 
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2.1 Geo-demand 

According to [27], geo-demand can be defined as the location of potential customers 
who purchase a product or service in a specific market. Individuals who live in the area 
can be viewed as potential customers. This is due to the possibility that individuals 
might express interest in various markets without certainty regarding their preferences 
and characteristics (e.g., age, gender, income level, etc.). The data for geo-demand can 
be acquired from the local city database. In practice, it is a set of points projected onto 
a map (Fig. 2). 

Fig. 2. A simple example of geo-demand in Brno. Each blue point represents the location of 
potential customers. It contains the number of people living at a specific address. 

2.2 Geo-competition 

Geo-competition is the location of a business's competitors and the delineation of their 
trade areas in a particular market. Trade area can be defined as the geographic area in 
which a retailer attracts customers [4, 27]. It is a more complex task than geo-demand 
identification. Theoretical methods for defining trading areas, which have grown 
significantly in the last decade, involve developing conceptual frameworks or models 
that explain the spatial interactions and patterns associated with trade or business 
activities. These methods are based on theoretical principles about how certain factors 
influence the formation of trading areas [20].  



5 

There are two main types of these models: 
● Gravity Models—theoretical frameworks borrowed from physics. They are 

derived from the laws of Newtonian physics, based on the balance between 
the store attractivity and the distance to the potential customers [20]. 

● Probabilistic Models—are based on the likelihood of customers visiting 
a certain location within a specific geographical region [18]. 

Huff Model is an example of a probabilistic model presented by David L. Huff [18]: 
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where: 
● Pij: the probability of a consumer at a given point of origin i traveling to 

a particular shopping center j; 
● Sj: the size of shopping center j (measured in terms of the square footage of 

selling area); 
● Tij: the travel time involved in getting from a consumer’s travel base i to 

a given shopping center j; 
● λ: a parameter to be estimated empirically to reflect the effect of travel time 

on various shopping trips. 
 

According to [29], the shopper's behavior is affected by the image, which comprises 
elements such as brand reputation, values, personality, and associations. These factors 
can be represented using parameters like the distance-decay factor in the original model 
[15]. Another possibility is to use data from social media, thanks to which an overview 
of consumer behavior can be obtained. However, it's crucial to acknowledge that social 
media data has limitations—it only captures the activities users share online and doesn't 
fully represent all their real-world actions [34]. 
 
2.3 Kernel Density Estimation 
 
The KDE method can be applied to match the information from geo-demand and geo-
competition analysis to obtain the area where the high population has a poor range of 
commercial services [27]. In essence, the objective of KDE is to compute the density 
of points within a specified area based on the distances between the points. 

According to [27], a pixel was adopted as a unit of analysis. A pixel is a square on a 
digital map that represents a specific area and is assigned a value linked to the features 
within that space. For each square on the map, a circular area is created using the 
square's center as the circle's center. The data points within this circle can have different 
weights to these, considering their distance from the center of the square. Simply put, 
points closer to the center have more influence, while those farther away carry less 
weight (Fig. 3). This concept can be based on [27] expressed as follows: 

 Lj = ∑∈ೕ
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where: 
● Lj: the estimated density of a pixel; 
● dij: the distance between points i and j; 
● r: the width of the window or search radius, which determines the degree of 

smoothing; 
● Cj = {i|dij < r}: the set which consists of the i points whose distances from the 

centroid of the pixel are less than the established radius of the circle. 
 

Fig. 3. An Example of KDE on a map. Hot spots represent areas with potential customers and 
a high range of commercial services. This figure was made using a dataset with population and 
the first 35 candy stores from the dataset with retail outlets of Brno. 
 
2.4 Determining Optimal Locations  
 
Businesses often employ advanced mapping techniques integrating demographic data 
and service coverage to identify optimal retail locations in areas with a lack of services 
[27]. A crucial aspect of this process is to create heatmaps using KDE, which provides 
a visual representation of customer density and service gaps across different regions 
(Fig. 3). Once the heatmap is estimated, it becomes possible to pinpoint regions with 
customers and poor range of services (Fig. 4). 
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Fig. 4. An example of selecting possible locations after the KDE using the same estimated kernel 
density as in Fig. 3. The markers represent possible locations specified by the users. They could 
also be mined from rental services that offer available commercial space. 
 
2.5 Multi-Criteria Decision Analysis 
 
Multi-Criteria Decision Analysis (MCDA) is a systematic approach employed in 
decision-making processes involving evaluating multiple alternatives. This approach 
addresses the complexity of decision problems by considering various criteria 
simultaneously, providing a structured framework for assessing and comparing 
potential options [10]. Multi-criteria methods usually have in common that most 
decisions can be improved by decomposing the overall evaluation of alternatives into 
evaluations on several criteria relevant to the problem [10]. To help retailers evaluate 
multiple criteria, there are a variety of methods [37]—such as PROMETHEE, 
ELECTRE, TOPSIS, AHP or hybrid methodologies like fuzzy AHP [1] etc. 

The PROMETHEE (Preference Ranking Organization METHod for Enrichment 
Evaluations) methods [5] belong to the family of the outranking methods. The essence 
of these methods is constructing an outranking relation on a finite set of actions and 
exploiting this relation to answer a multicriteria problem, considering each action's 
leaving and entering flow in the valued outranking graph. 

The ELECTRE (ELimination Et Choix Traduisant la REalité) method [13, 32] 
works based on alternatives’ comparison considering individual criteria and using 
important coefficients. Preferences are modeled by using binary outranking relations. 
In this method, it is impossible to offset a very bad value on a criterion with good ones 
on other criteria. 

TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) [12, 23] 
is a numerical compensatory method that allows the compromise between different 
criteria, where a bad result in one criterion can be compensated by a good result in 
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another. The TOPSIS method assumes that each criterion has a monotonically 
increasing or decreasing preference. 

AHP (Analytical Hierarchy Process) is a method which evaluates all the attributes 
on each site and outputs locations with their relative rating. The location with the 
greatest value of the rating is considered to be the most desired. This method takes 
advantage of that by structuring decision problem into a comprehensive hierarchy 
which consists of several levels [32, 33]. The first level of the hierarchy is a goal of the 
process; sub-levels are constructed of criteria that can affect the choice. The last level 
of the hierarchy contains the alternatives, which are assessed at the end of the process. 

An important task of the selection process is to select suitable criteria. There are 
typical selection criteria and factors for the selection of retail site location that are used 
by different researchers [3, 6, 11, 27]. The main criteria (e.g. distance, traffic 
congestion, market attractiveness) and relevant sub-criteria are always set (e.g. 
distance, it can be the distance to buffets, distance to restaurants, etc.). 
 
2.6  Visualization of Geo-Spatial Data 

In today's rapidly advancing technological world, the integration of Geographical 
Information Systems (GIS) has become crucial in various fields, including retail 
location decision [30]. GIS offers a powerful toolset for capturing, analyzing, and 
visualizing spatial data, providing valuable insights that aid decision-making processes. 
GIS applications may include cartographic data, photographic data, digital data, or data 
in spreadsheets. A widely used format for representing geospatial data is GeoJSON1, 
which provides a simple and lightweight structure for encoding different types of 
geometry. 

Digitalizing real-world geospatial data is essential for working with and storing it on 
a computer. The utilization of basic geometric shapes is a common method to describe 
objects in the real world because they are suitable to be stored in database systems. 
These data types are commonly referred to as spatial data types, covering categories 
like point, line, and region. There are various web-based libraries (e.g. Leaflet, 
MapboxGL, etc.) which help to create a custom geospatial visualization, or frameworks 
(e.g., Geovisto) which provide ready-to-use thematic map templates (e.g. heatmap, dot 
map, etc.) [17]. Additionally, more complex types, such as partitions and graphs 
(networks), can be included [28, 31]. Spatial data types serve as a foundational 
abstraction, enabling modeling the geometric structure, relationships, properties, and 
operations with objects in space [28]. 

The current state of open geospatial data was reviewed by researchers in the 2020 
survey [9], who concluded that the adoption of open data is also growing in the 
geospatial domain and that open geospatial data is likely to have an even deeper impact 
in the future. Source [24] focused on experimental investigations conducted on more 
than 160,000 geospatial datasets from six national and international open government 
data portals. The results showed a significant underutilization of geospatial datasets, a 
generally poor metadata quality, and a weak correlation between the use and quality of 
the metadata. 

 
1 https://geojson.org/  
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3 Problem Analysis 

As described in Section 2, retail site decision-making is a complex process that 
demands a nuanced understanding of diverse methodologies. Such a requirement is not 
expected from the non-academic general public (such as start-up entrepreneurs, small 
business owners or local retailers) whose focus is instead on their domain of business. 
Our goal is to integrate open data sources provided by municipalities with a system 
providing user-friendly guidance through the steps of the process so that the user can 
use a suitable tool for every step of the process to evaluate the selected areas according 
to their own preferred criteria. 

Since the aim is to provide the tool to non-professional individuals, the requirements 
of simplicity and usability of the user interface need to be met. Geospatial data 
visualizations must be easy to understand, and the entire process of evaluating the 
selected sites should be intuitive. The whole concept needs to be validated using a 
specific municipality and real data. Based on our extensive cooperation with the city of 
Brno, we decided to incorporate the municipality's open datasets as a pilot study for the 
present undertaking. 

The city of Brno is the second largest city in the Czech Republic in terms of area and 
population. Currently, it has almost 400 thousand inhabitants. The City of Brno is aware 
of the growing importance of the digital world, which is why the Data department of 
Brno City Municipality employees have long made efforts to provide their data 
publicly. For this purpose, the city's data portal2 was launched in 2018. Currently, the 
portal contains 376 datasets, of which 205 are published under some version of the CC 
BY license. Portal also offers a number of interactive overviews (Brno in numbers, 
interactive dashboards, etc.). 

For the purpose of this work, two relevant datasets3 were used. Both datasets follow 
the same initial data model based on GeoJSON standard format4 (Listing 1) composed 
of the list of points. Based on the dataset, different properties are related to the points: 

1. The dataset with the number of persons living at addresses has the 
following information in the properties attribute: number of people, house 
number, reference number and symbol and street name. Coordinates from this 
dataset represent a potential customer's location, which is required to calculate 
the distance between a customer and a competitor. 

2. The dataset Brno Retail Research contains information about all the business 
outlets in Brno, such as area, type and many other less relevant attributes. In 
the properties attribute are essential: type of service (category of a business) 
and size of retail outlet (area of the outlet). 
 
 
 
 

 
2 https://datahub.brno.cz/  
3 Number of people living at the addresses (https://arcg.is/1Lfbzb0) and Brno Retail 

Research (https://arcg.is/0CaaCS) 
4 RFC specification: https://datatracker.ietf.org/doc/html/rfc7946  
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{ 
   "features": [ 
   { 
      "type": "Feature", 
      "properties": { ... }, 
      "geometry": { 
        "type": "Point", 
        "coordinates": [ 16.58, 49.17 ] 
      } 
    }, ... ] 
} 

 
Listing 1. The datasets provided by the city of Brno comprise the list of points in GeoJSON 
format. Every point is composed of custom properties related to the dataset. 

4 Proposed Solution 

The key tasks were to design the architecture of the proposed system, which handles 
input data preprocessing, implements the retail site decision process and provides a user 
interface to the end-users in order to perform the process from the users’ point of view. 
 
4.1 System Architecture 

The system was developed as a full-stack web application with client-server 
architecture, which is shown in more detail in Fig. 5. The application's source code is 
publicly available5, and the tool for the city of Brno has been deployed under a public 
address6. Now, the deployment directly to the server of the city of Brno is being 
negotiated. 
 

 
 
Fig. 5. A diagram of the system architecture. Target users include users who interact with the 
client part of the system and the administrator who defines the target municipality's initial 
configuration and input datasets. 
 

The back-end side of the system was implemented using Python and the FastAPI 
library7. It runs as a standalone REST API application within the overall system 
architecture. It can be configured with various regions or datasets, including customer 

 
5 https://github.com/aturytsia/retail-site-location-decision-system  
6 https://dexter.fit.vutbr.cz/retail-site-dss  
7 https://fastapi.tiangolo.com/  



11 

data and competitor information, via a configuration file init.yaml in the root folder of 
the server8. The KDE is calculated from the input data while identifying areas with high 
competition, which is computationally demanding. For this reason, before the server 
startup, the initial task of the server is to read all the datasets, perform all the 
calculations and save the result in a cache. Specific calculations on the server part of 
the application will be detailed in section 4.3. 

The front-end side is implemented using Typescript, React9 and Leaflet library10. It 
allows the users to interact with spatial data. It has a dynamic map displaying various 
data layers and components presenting information relevant to each stage of the 
decision-making process. The specific use case from the user's point of view on the 
client parts of the application will be detailed in section 4.4. In addition to the process 
of sites evaluation, this part of the application offers the possibility to work with layers. 
This component is accessible during any step of the process. It can provide extra 
information for the users when selecting possible locations, and it allows users to 
overlay different datasets onto a single map, creating informative layers that provide 
a comprehensive view of relevant information, similar to GIS data layering. These 
layers include high-demand areas, grid layers, and customer and competitor locations. 
 
4.2 Input Data Preprocessing 

To determine geo-demand and geo-competition, it is necessary to use the geospatial 
data of a given municipality. The data in the GeoJSON format from the city of Brno 
were used for the practical demonstration, as introduced in Section 3. However, for 
different cities, the data format can vary. Hence, it was necessary to design a general 
internal data representation to unify the input data from different sources (Listing 2). 

Both input datasets of the city of Brno were to be preprocessed with a Python script 
into the proposed format. In addition, for optimization purposes, the Brno Retail 
Research dataset was split into 84 datasets depending on the business category. 

 

[ 
     [latitude_1, longtitude_1, data_1], 
     [latitude_2, longtitude_2, data_2], 
     ..., 
     [latitude_n, longtitude_n, data_n] 
] 

 
Listing 2. Internal data representation is made up of triples—the latitude and longitude position 
of a point and associated information or data related to the corresponding coordinates (e.g. the 
number of customers or the size of a competitor). 
 

 
8 https://github.com/aturytsia/retail-site-location-decision-

system/blob/main/server/init.yaml  
9 https://react.dev/  
10 https://leafletjs.com/  
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4.3 Calculations on the Server Side 

On the application's server side, two essential calculations take place—high 
competitive areas calculation using the input datasets and the KDE method and the 
AHP evaluation using user-defined attributes, weights and scores. 

A function for high competitive areas calculation is called whenever the server is 
launched in order to start the evaluation. It is important to mention that this function 
requires a graph of the city of Brno provided by the osmnx11 library. The graph is 
installed based on the specified region in the configuration and then used in the function 
to find distances between customers and competitors. A diagram of this process is 
shown in Fig. 6. The inputs are datasets with information about customers and 
competitors and the distance decay factor for the Huff model. This factor is used to 
model the phenomenon of distance, which is perceived as a non-linear deterrent to 
motion and is related to the type of competitors12. 

The AHP procedure is invoked during the final stage of the process to evaluate 
potential locations, considering both location attributes and attribute importance 
defined by the user. The result is a numerical value between 0 and 1 for each selected 
location. In addition to the AHP results, a consistency ratio13 that indicates the 
consistency between pairwise comparisons is also calculated. 
 

 
Fig. 6. Partial steps of the process of highly competitive areas calculation. 
 

The process of highly competitive areas calculation includes these steps: 
1. Data Filtering: if needed, unnecessary records are filtered out (e.g. those not 

relevant to the specified field). 
2. Huff model: it was introduced in more detail in Section 2.2. The algorithm 

for the calculation is described in Listing 3; the output of this step is an array 
of averaged probabilities for all customers.  

3. KDE: it was introduced in more detail in Section 2.3. The essence of the step 
is creating a distribution of probabilities across the map. The results are the 
basis for the heatmap layer. 

 

  

 
11 https://osmnx.readthedocs.io 
12 E.g. people only go shopping for food in nearby shops, while they are willing to 

travel to more distant shops to buy furniture: https://pro.arcgis.com/en/pro-
app/latest/tool-reference/business-analyst/understanding-huff-model.htm 

13 https://www.spicelogic.com/docs/ahpsoftware/intro/ahp-consistency-ratio-
transitivity-rule-388  
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for c in competitors: 
  dest_node = get_nearest_node(square_key, c.x, c.y) 
  for m in customers: 
    current_node = get_nearest_node(square_key, m.x, m.y) 
    distance = get_distance_to_node(dest_node, current_node) 
    travel_time = distance / AVERAGE_WALKING_SPEED 
    p = get_probability(area, time, distance_decay) / p_sum 

 
Listing 3. Calculation of the Huff model. The position of a competitor c or customer m on the 
map is calculated as the center of the cell (i.e. centroid) in which the entity is located. The 
resulting 2D array is then converted into a table where rows correspond to customers and columns 
correspond to competitors. For each competitor, the average probability p of customer visits 
across all stores on the map is computed. 
 
Rather than computing the distance individually between each customer and competitor 
in Huff model calculation, a grid-based approach will be used (Fig. 7), covering the 
entire map with cells measuring 500 meters each. Assigning competitors and customers 
to their respective cells simplified the process of calculating the distance between cells. 
Leveraging this grid structure allowed for the efficient reuse of distances, particularly 
beneficial in scenarios where cells contained multiple competitors and customers. 
 

 
 
Fig. 7. The map is divided into a grid of cells. Every competitor and every customer (di) is 
mapped in the center of a corresponding grid cell. Then, paths between competitors and 
customers are considered as the paths between the corresponding centroids. Such optimization 
causes tolerable inaccuracies in the results on the one hand but significant performance 
improvement on the other. 
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Despite efforts to introduce dynamic programming and optimisation techniques, the 
function's performance in identifying areas with high competition was not good 
enough. For this reason, the results of this function (i.e. precomputed KDE) are stored 
in a cache that must be cleared if new calculations are needed. Before the server startup, 
the initial task of the server is to read all the datasets, perform all the calculations and 
save the result. 
 
4.4 User Process of Sites Evaluation 

As mentioned in Section 3, concerning the target users, a step-by-step workflow must 
be offered to assist the users in conducting location evaluations. The process consists 
of chronological steps (Fig. 8), which the users will manage. During the process, they 
will be asked to provide additional input representing their own criteria that reflect the 
specific needs of the users. 
 

 
Fig. 8. Partial steps of the process of evaluating selected locations from the user's perspective. 
 
These steps include: 

1. Business Type Selection: the user selects the type of business they are 
interested in (e.g. books, confectionery or drugstores). 

2. Possible Sites Selection: the system displays a heatmap for the selected 
business type on a map of the city of Brno. The aim is to facilitate the user's 
selection of potential locations. The heatmap is created based on the source 
data of the examined city, thanks to which it is possible to identify geo-demand 
and geo-competition. Once these concepts are identified, the system can apply 
kernel density estimation. Combining these concepts makes it possible to 
identify areas with a lack of competitors relative to customers. The users mark 
the preferred locations on the map with the help of the heatmap layer. 

3. Location Attributes Definition: once the potential sites are selected, the user 
must define at least three location attributes. These can be accessibility, 
parking, sales floor or anything else that can be described using quantitative 
or qualitative information. 

4. Possible Sites Scoring: each defined attribute must be scored for each 
location. This process is entirely up to the user, and to perform the evaluation 
correctly, the user must have a deeper knowledge of the selected sites. The 
rating can be done at two levels—using a five star scale or numerical 
attributes, specifying a value and a maximum value. 

5. Priorities Definition: the defined weights are entered into the AHP method. 
They can be set on a scale of 1 to 9, with a default value of 1 for each attribute.  

 
The result is a numerical value for each selected point on the map of Brno. The highest 
value represents the best location estimated based on user input in the previous steps. 
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5 Results 

The results demonstrated practically the theoretical methodology in a specific 
municipality. The people considering locating their business in the city of Brno have 
received a tool that should help them choose the right location. In addition, the 
information system was developed with an emphasis on possible applicability in other 
cities as well. This would include getting the necessary datasets, transforming them into 
an internal data model, and configuring the server properly. So it shouldn't be difficult 
to bring this solution to other cities. 

The reliability of the application was tested by unit tests on both server and client 
parts of the application. Within the application in the city of Brno, it is possible to 
evaluate the usability of the solution and performance aspects. The client part contains 
two main components in accordance with the proposed solution—the first represents 
the user process of sites evaluation (part of the process in Fig. 9); the second is 
a dynamic map with various data layers (Fig. 10). User friendliness, clarity and usability 
were tested with a selected sample of users from the city of Brno. The testing revealed 
minor deficiencies in comprehending the procedural steps of evaluating sites. These 
shortcomings were eliminated by adding accompanying texts and user help. 
 

 
Fig. 9. Screenshot of the result application with the user interface, which shows the part of the 
process dealing with the definition of location attributes and scoring of selected sites of interest. 
In this case, the rating scale is the default, i.e. five stars. 
 

In the context of this project, performance testing is essential due to the complexity 
of the function for calculating geo-competitors, i.e. areas with high competition for the 
provided dataset. The time taken for these calculations can vary significantly based on 
the size of the datasets provided because of the O(n2) time complexity of the algorithm. 
For this reason, the heatmaps are precalculated and cached for datasets of Brno, and it 
is not necessary to re-run this during the runtime of the server. For Brno, the dataset is 
represented by 29 020 data records of customers and 8 335 data records of competitors 
divided into 84 types of business. The evaluation of all the provided datasets took a 
total of 1 971.31 seconds on an Apple M3 GPU (14-core/36GB/30-core). It's worth 
mentioning that the results may differ depending on the number of threads available in 
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the system where the evaluation was initiated. Optimization should be the focus of 
future work. 
 

 
Fig. 10. Image of the resulting application with layers on the Brno city map for the dataset of 
pharmacies. High-demand areas where commercial service is poor and population density is high 
are represented by a heatmap (Section 2.3); the grid shows the division of the city of Brno into 
cells; customers are shown as purple dots and competitors as black dots. All these layers can be 
displayed or hidden independently. 

6 Discussion 

The development of such a system represents a significant step forward in empowering 
retailers to make more informed location decisions. Another target user may be the 
management of the city of Brno, as the tool can identify which services are missing in 
the chosen districts of the city. Using the outputs of the system, they can support the 
provision of missing services to the citizens. 

The main advantage of this work is the simplicity of the system—analytical tools are 
typically quite complex, and not everyone can use them. When creating these results, 
the emphasis was placed on the fact that even a less technically skilled user would be 
able to use them, for whom the tool can facilitate site selection and, as a result, save 
costs. The application of the results has only been carried out in one city, but nothing 
prevents their use in other municipalities.  

The unavailability of the source data for the created tool may cause a potential 
problem. Although the trend towards open data is growing, municipalities do not 
always provide the relevant data. There will always be some dependence on the 
willingness of municipalities to make their data public. It is, however, worth saying that 
this is an activity in their interest—a well-chosen location is a key factor for a successful 
business. 

Due to the lack of standardization of the open datasets format, it is also necessary to 
consider that pre-processing of the data will be required for possible integration into 
the tool. Also, it is important to remember that despite the huge advances in site 
assessment techniques and tools, there is no substitute for the field visit and the 
observations across various spatial scales and times of day [36]. 
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Further research could focus on a deeper analysis of potentially useful datasets of 
the city of Brno and integrate these datasets with the site scoring step of the process. 
Currently, users need to specify their own criteria for the AHP method. The fulfillment 
of this step might be a problem since users might not be able to evaluate the candidate 
sites objectively. In the future, the datasets of the Brno public transport system or the 
historical traffic data from the WAZE navigation available in the Brno data catalog 
might be used.14 

7 Conclusions 

This document describes the retail site location selection problem and how open data 
can be helpful in dealing with it. This paper uses a methodology combining GIS and 
multi-criteria decision models [27] and demonstrates it in a practical way to make it 
easier for retailers to select a suitable location for their business. For this purpose, three 
key concepts were developed: the model for geospatial data, the analytical tool for use 
by the general public and the evaluation process for selecting a suitable location. The 
proposed solution has been demonstrated on open data from the city of Brno and the 
results show that both applicability to other cities and refinement of the quality of the 
calculations by adding new relevant datasets is possible. 
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