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Abstract. The information presented in web documents can be mod-
elled at different levels of abstraction. The paper introduces four levels of
document description where three levels of visual information description
in web documents correspond to different stages of document processing:
page rendering model (box model description), page segmentation model
and the semantic description of the document content. We also mention
a possibility of a domain-oriented description of the individual document
parts. We discuss the usual models used in the mentioned areas and we
propose an RDF-based representation that allows representing the doc-
ument simultaneously on different levels of abstraction.

1 Introduction

When processing the contents of web documents by a computer, it is necessary to
create an appropriate model of the document. For HTML and XML documents,
the most used one is the Document Object Model (DOM) that is suitable for
modelling the internal structure of the document code. This model is commonly
used in web browsers for computing the page layout. For other applications
that should process the displayed document contents rather than the HTML
code, other models have been proposed that describe the rendered page and the
results of its visual segmentation [3]. During the document processing, further
additional information must be added to the individual parts of the document
contents such as a content class assigned during the text classification [2]. As
we may see, for a single document, we need various models on different levels of
abstraction.

Most document models such as DOM use a tree structure for representing
the relationships among the individual parts of the document content. However,
for modelling the visual perception of an HTML document, the tree structure is
quite limiting because the visual information defines much more inter-element
relationships. Thus, a general graph structure seems to be more suitable.

RDF is a well known implementation of a graph structure. Using elementary
triplets connecting the subject, predicate and object, it allows creating complex
graph structures of linked data. It also allows creating the connection between
the low-level document elements and other models on higher levels. There exist
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standardized RDF data querying formalisms and it also gives the possibility to
use the existing tools for reasoning.

In this paper, we define four levels of document description based on ontolo-
gies and RDF. We show the advantages of the ontology use for the document
modelling. A special part is dedicated to low level document description where
visual features create an important part. Thanks to the RDF description, we
can easily access the represented data in the comparison with DOM model.

The paper is organized as follows. Section 2 provides the related research.
Section 3 introduces the levels of possible document description and the design
of two proposed low level ontologies. Finally, Section 4 draws the conclusions.

2 Related research

In the field of information retrieval and knowledge discovery, we can see an active
research that works with visual features. For example, Liu et al. presented data
record extraction based on the vision in [8]. Similarly, Penna et al. published an
extraction of information based on the visual features in [11]. Such approaches
usually have some connection to textual data to obtain better results.

A typical information retrieval approach works with a document model based
on a tree structure. It is similar to Document Object Model (DOM). The lim-
itation of such structure is the number of defined relationships between the
elements.

Currently, the ontology-based approaches are being used for the multimedia
description as well. For example, an ontological description is often used for the
video scene description. Multimedia analysis ontology was presented in [6] where
it is used for the assisted semantic video object detection. In [10], the authors
are presenting ontology for dynamic video scene understanding. All works about
the video description work with the MPEG-7 standard [9].

In the area of a general document description, Eriksson published the article
[7] where he is storing RDF description in PDF files. This RDF contains the
annotations of objects in PDF files. However, the visual information is not de-
scribed in this model in detail. For the logical description of particular parts of
a document, the SALT ontology1 may be used. It defines the concepts such as
the document content, headline, table, image, etc. This ontology was primary
developed for LATEX documents.

The above mentioned models and ontologies form the base for the document
description based on visual features proposed in this paper.

3 Levels of document description

In general, a document model can be created at different levels of perception.
We are proposing four levels of the document description in the figure 1. This
figure can be split in two parts where the left part shows the individual steps of

1 http://salt.semanticauthoring.org/ontologies/sdo
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the document processing. The process starts with the page rendering and ends
with obtaining the particular information relevant to specific domains. On the
right, we can see the corresponding ontologies for the document description.

Domain ontology

Semantic ontology

Segmentation ontology

Box model ontology

Domain
description

Semantic
description

Segmentation
description

Rendered
page

~

~

~

~

Fig. 1. Levels of document description

The visual features of the document contents play an important role espe-
cially in the first two levels of document processing.

Each level of the process has a strong link between the lower and the higher
level. The lower level provides the input for the current level. The output of the
current level provides the input for the higher level. The HTML source code and
the visual features defined using CSS are the inputs of the rendering process
that starts the whole processing. Each level has its characteristic output.

3.1 Box model ontology

This ontology describes the rendered document. The document rendering is
based on the source data presented in the HTML document and the visual
features defined using the Cascading Style Sheets.

In the CSS formatting model [1], a Box denotes a base element of the rendered
document. It can be viewed as a rectangular area with certain position, width,
height and its visual features in the rendered page. Similarly to the Document
Object Model (DOM), the boxes are organized in a hierarchical structure.

In the figure 2 A), we can see the design of the Box model ontology. The class
Rectangle creates a basic class of the defined ontology. It has its characteristic
size, position and visual features. The selection of visual features follows the
suggestions from article of Burget and Burgetová [2]. If the rectangle has a
border, there is an object property Border defined for each side. Also every
rectangle has an object property belongsTo that indicates the relationship to a
specific document – Page.

The Page class represents the original document and contains the sourceUrl
that denotes a unique URL of document data property. Another important class
is Box. It is a subclass of the Rectangle. The Box class has some object properties
that have a connection to its content. There is an object property containsObject
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Fig. 2. A) Box model ontology B) Segmentation ontology

that contains a common information about the objects in the page. Image class
is an example of the specific object.

The textual information is represented using the hasText data property.
The Box can be specialized into the ContainerBox or ContentBox classes.

ContainerBox represents the possibility of box nesting. ContentBox represents
Box that does not allow the box nesting; it contains the connections to final
objects like images, common objects or textual information.

3.2 Segmentation ontology

The purpose of the page segmentation is to detect the individual visually distin-
guished segments of the document contents in the page. One of the most popular
visual segmentation algorithms for web pages was introduced by Microsoft re-
search group in [5]. This algorithm has many modifications. One of them also
presented Burget and Rudolfová in [3].

The result of the segmentation is based on elements that have rectangular
shape. The terminology of segmentation algorithms can be different for each
author; however, the idea of the segmentation description is similar. For instance,
Burget and Rudolfová are calling the basic element as Area [3] where Area is
visually autonomous and enables Area nesting.

The Segmentation ontology extends the Box model ontology. The basic Area
class is a specialization of the Rectangle class from Box model ontology. The
ontology design is also presented on the figure 2.
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The designed segmentation ontology uses the Area class for representing the
visual areas detected during the page segmentation. The areas may be hierar-
chically nested and they may be also connected to the individual boxes from the
Box model ontology.

The Area class has the object property childOf that has a cyclic dependency
on the Area class. If the area is created by a particular box, the establishes object
property represents the connection between the area and the box. However, some
area may not correspond to any particular box since they may be created by a
visual cluster of multiple boxes.

3.3 Semantic ontology

This phase tries to find or define the parts of content with a specific meaning.
The description of a segmented document is an input of the semantic processing.

There can be two types of the semantic document description defined: a
manual or an automatic annotation. In the manual annotation, the semantic de-
scription is done by user that assigns a meaning (a class) to specific areas. The
manually assigned classes may be the used for creating an automatic classifier
that is able to assign the classes to the new, previously unknown documents
automatically, as proposed for example in [2]. Semantic ontology represents the
classes assigned manually or automatically to the individual parts of the docu-
ment.

The SALT ontology is an example of a semantic ontology for documents. It
provides a logical description of particular parts of the document. It defines parts
like content, headline, table, image, etc. This ontology was primary developed for
LATEXdocuments.

According to the visual features of areas that are defined in segmentation
ontology, we can define rules for the detection of document content, menus,
advertisements, headlines, etc. In general, this ontology has a close connection
to the domain ontologies because it defines the semantic parts of document.

3.4 Domain ontology

The domain ontology describes a particular application domain of the published
information. For the documents from the given domain, the individual parts of
the document described using the previously mentioned rendering, segmenta-
tion and semantic ontologies may be assigned to some concepts of the domain
ontology.

The examples of domain ontologies are the FOAF ontology, Event ontology,
calendar ontology, etc. For instance, in the context of conferences we can define
a conference program ontology. This ontology has classes like date, time, topic,
description and authors.

For mapping the individual document parts to the particular concepts of the
domain ontology, different approaches may be used such as an approximate tree
mapping [4], visual feature classification [2] or Name Entity Recognition (NER).
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4 Conclusion

In this paper, we have presented the general levels of the document description
where each level is characterized its specific model. For the page rendering and
segmentation levels, we have proposed the corresponding ontologies that may be
used for describing a rendered and segmented page including the visual features.

This paper also creates an introduction into the key part of the document de-
scription which is Semantic ontology. It creates the document description based
on the semantic rules.
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