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Abstract—Software-Defined Networking (SDN) and virtual
environment rise new challenges for network monitoring tools.
The dynamic and flexible nature of these network technologies
require adaptation of monitoring infrastructure to overcome
challenges of analysis and interpretability of the monitored
network traffic. This paper describes a concept of automatic
on-demand deployment of monitoring probes and correlation of
network data with infrastructure state and configuration in time.
Such approach to monitoring SDN & virtual networks is usable
in several use cases such as IoT networks and anomaly detection,
and it increases visibility into the complex and dynamic networks.
Additionally, it can help with creation of well-annotated datasets
that are essential for any further research.

Index Terms—Network Monitoring, Software-Defined Net-
works, Internet of Things, Network Security

I. INTRODUCTION

Network traffic monitoring has undergone a long evolution,
and the technology to monitor network infrastructures is
an essential building stone for every critical communication
network. Many existing tools are optimized even for high-
speed traffic processing, traditionally deployed on fixed core
places in infrastructure, e.g., at uplink or perimeter.

However, modern networks are becoming more dynamic
contrary to traditional physical infrastructures. With the rise
of virtualization and containerized environments, the require-
ments of flexibility, configurability, and on-demand inter-
connections are accenting recent technologies like Software-
Defined Networking (SDN), virtual switches, and software-
based logical overlay networks.

Moreover, network infrastructures are getting more het-
erogeneous as they provide connectivity to various devices,
such as mobile devices or the Internet of Things (IoT). For
network security and operations reasons, it is essential to adapt
monitoring tools to new trends of dynamic networks. However,
several challenges prevent using of “out of the box” tools, such
as:

1) devices migrations (roaming), NAT, limited life-cycle of
containers and virtual machines can lead to IP address
reuse, i.e., IP addresses cannot be used as a unique
persistent identifiers without further information;

2) virtual network switches and virtual network infrastruc-
tures can be created on the fly and they can carry local
traffic that is not visible at the perimeter (which is
traditionally equipped with monitoring probes);

3) traditional way of monitoring system deployment is
rather static and, usually, no additional monitoring
probes are inserted into the running network;

4) based on the previous points, it is challenging to work
with the collected data from monitoring system with-
out any additional information about configuration and
status of the virtual network in particular time window.

The listed challenges can be found in the existing works,
such as paper [1] that discussed the limits of traditional
monitoring tools in 5G and SDN environments. Also, many
published works focus on SDN from a network traffic and
security perspective, such as [2] (differences of DDoS at-
tacks in SDN). However, we argue that the information from
network traffic and virtual network configuration must be
tightened and available together (when possible) during the
analysis and interpretation. Therefore, this paper describes
a concept that addresses these challenges by i) enhancing
the open-source monitoring infrastructure by the information
about the dynamic topology changes and network device logs
in the virtual environment with virtualization and containers
and ii) automation of on-demand deployment and releasing of
monitoring probes.

This paper is organized as follows: Sec. II provides an
overview of the most related works. Sec. III explains our
approach to adapt the monitoring tools to SDN and virtual
environments. Sec. IV discusses several domains benefiting
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from the proposed concept. Sec. V concludes the paper and
lists potential future work.

II. RELATED WORK

Software defined network (SDN) was described in [3] as
“a structure for simplification and improvement of network
management, which is highly flexible and scalable.” It is a
network paradigm, which is meant to overcome problems
and complexities of current network architectures [4]. The
flexibility of this structure is achieved by splitting the control
and data planes [3], [4]. Such plane separation makes policy
enforcement and device configuration much easier. A central
SDN controller controls state of the network and program
devices (most commonly using OpenFlow protocol [5]).

The crucial part of network administrators’ jobs is to main-
tain smooth operation of their networks [6]. Network (security)
monitoring tools are therefore necessary part of deployed
network solutions. Anomaly detection has become crucial for
detection of unknown attacks and intrusion attempts [7]–[9].
Unsupervised Machine Learning (ML) is typically used for
this task, as described in [10].

Ghafir et al. [6] mention monitoring principles, such as Deep
Packet Inspection (DPI) and flow-based monitoring. However,
DPI requires unencrypted data and is not feasible in high-speed
networks [11].

Flow-based network monitoring, as described in [12], uti-
lizes so called flows. A flow is defined as “a set of IP
packets passing an observation point in the network during
a certain time interval, such that all packets belonging to a
particular flow have a set of common properties” [12]. This
type of monitoring typically processes only packet headers.
This significantly lowers the needed amount of data processed.
Moreover, packet content is not used so it can be applied on
encrypted traffic as well. Such monitoring infrastructure better
handles privacy and can be scaled more easily [12].

When using flow-based monitoring [12] in classic net-
works, the communicating devices are usually identified by IP
addresses. However, virtual infrastructures may dynamically
spawn virtual devices and destroy them in a short period of
time. Therefore, it may not be clear which communication
the captured flows represent. Network telemetry data, such
as flows, is not always directly linked to the devices they
originate from. This can lead to incorrect actions being taken
when responding to a threat alert. Furthermore, virtualization
may quickly change IP address assignments and routing which
further deepens the problem.

Additionally, monitoring of IoT networks is also prob-
lematic. Santos et al. [13] state that IoT networks lack
the interoperability and many of IoT devices are resource
constrained and have low accessibility. This creates a vast
heterogeneous landscape, which is very specific and therefore
hard to monitor [13]. Therefore, more detailed monitoring
approach might be needed for this scenario.

Microsoft proposed a solution for monitoring application
and user activity of cloud networks in [14] — Network
Watcher. This solution analyzes flow logs to visualize network

activity, identify possible security threats and more [14]. How-
ever, Network Watcher is available for Azure virtual networks
only. We aim to provide an open-source solution. Similarly,
Amazon Virtual Private Cloud (VPC) provides monitoring
based on flow logs [15], but only for the users of the VPC,
which is not our interest. Furthermore, we aim to provide more
detailed monitoring compared to papers [14], [15].

Ghazali et al. [16] proposed an enhancement of flow-
based monitoring for VXLAN-based overlay networks. They
extended this monitoring approach with an ID of the corre-
sponding VXLAN. This differs from our main goal, which is
correlation of IP flow records with logs of network devices.
On the other hand, we can possibly apply work of Ghazali et
al. [16] in our future work. VXLAN ID may be beneficial for
network administrators, but it is currently out of the scope of
this paper.

III. PROPOSED SOLUTION

To address the challenges identified in previous section, we
propose a solution that augments traditional network telemetry
data with information about infrastructure status and modifi-
cations. Rather than solely capturing network telemetry data
or flows, as addition we suggest capturing logs, configuration
files, and data from orchestration and virtualization tools, such
as Kubernetes and Proxmox, concerning virtual entities such as
containers and virtual machines respectively. Stated approach
will enable to conduct comprehensive analysis and associate
them with the relevant devices.

A. Infrastructure

The proposed infrastructure incorporates a virtual edge
router that is assigned to each virtual network within the
hypervisor. This router serves as a gateway between the
virtual network and outer networks, such as the Internet. Its
primary responsibility is to manage the routing of incoming
and outgoing traffic for the virtual network. In addition, the
flow exporter is employed within a switch which interconnects
router and machines. The schematic diagram of the designed
infrastructure is illustrated in Fig. 1.

This type of IP flow data sources provides high-level infor-
mation about communicating devices including overall volume
of the transferred traffic. Furthermore, our approach uses more
flexible open source tool ipfixprobe1 that is capable of extend-
ing IP flow data with additional information and statistics.
Thus, the collected flow data can be used in combination with
advanced ML-based classifiers to process the traffic (as it is
described in the following papers [17]–[19] and many more).
This flow exporter is being automatically deployed based on
system events in hypervisor and SDN infrastructure (system
logs are being continuously inspected for this purpose).

B. Processing

The hypervisor produces logs and metadata, which are
transmitted to a log collector offering valuable insight into the
operations and performance of the virtual network, as well as

1https://www.github.com/CESNET/ipfixprobe
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Fig. 1. SDN architecture with a hypervisor, containing a virtual network
having an edge router connected to virtual machines via a switch. Exported
flows are collected by a flow collector, while the hypervisor sends its logs
and configuration changes to a log collector. These collectors are combined
to allow holistic monitoring of the virtual network.
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Fig. 2. Merged collectors through ELK stack. Migration of the servers would
not break an awareness, even though addresses had changed. We comprehend
that flow B and flow C track the same machine, even after their IP changes.
Without log collector, there is no such information about current state of SDN
configuration.

changes to its infrastructure. In parallel, the endpoint for flow
exporters is flow collector.

The fusion of information from the log and flow collectors
enables a comprehensive monitoring of the virtual network,
providing a detailed overview of network operations and
boosting the detection and explainability of issues with greater
accuracy and efficacy.

For a proof of concept, we employed the ELK stack2 which
includes Elasticsearch for indexing collected data, Logstash as
the input interface for processing and Kibana for search and
visualisation. This integration allows for a stream processing.
The ELK workflow diagram is illustrated in Fig. 2.

IV. USE CASES

Our approach is suitable for monitoring the network traffic
of SDNs. However, we propose several other use cases since
the proposed solution is general enough to apply in other areas
as well.

A. Monitoring of IoT

As we mentioned in Sec. II, IoT networks need to be
monitored in more detailed way. The architecture described

2www.elastic.co/elastic-stack/
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Fig. 3. Purposed schema is applicable to IoT network as well. Instead of
hypervisor there is a IoT gateway which sends logs to collector. Flows are
collected by edge router connected to outer network (usually internet).

in Sec. III can be applied to the IoT use case to provide
a comprehensive solution for monitoring and managing IoT
devices and networks. IoT devices, such as sensors, cameras,
and actuators, can be connected to the virtual network via the
virtual switch or so-called IoT gateway, providing network
connectivity and enabling communication with other devices
and the Internet.

The edge virtual router with flow exporter acts as the
gateway for devices in network, routing traffic in and out of
the network and sending flow records to the flow collector.
IoT gateway then replaces hypervisor and provides logs and
infrastructure metadata. The architecture for IoT use case is
described in Fig. 3.

B. Anomaly Detection

As mentioned earlier, anomaly detection is a crucial part of
detection of previously unknown network attacks. However,
many methods utilize unsupervised ML, which usually leads
to a high false-positive rate. Our monitoring infrastructure
qualifies using hypervisor logs to estimate the behavior of
the communication of the VM. Usability determines how
the device should behave from the type of VM taken from
hypervisor logs, i.e., database server, web server, etc. That
means anomaly detection using unsupervised ML can be
improved by the estimation of a cluster, which may decrease
the false-positive rate.

C. Annotation of Network Traffic

The annotated datasets are critical for classifying network
traffic and detecting security threats. Nevertheless, a suitable
infrastructure is required. Our presented monitoring infrastruc-
ture for SDN can utilize hypervisor logs with a combination
of VMs logs and annotate the network traffic of VMs. This
approach allows for the creation of well-annotated network
IDS datasets, which can, for example, help train better ML
models for more reliable detection.

www.elastic.co/elastic-stack/


D. Visualization

Although technological progress has significantly enhanced
the ability to analyze a significant part of network traffic au-
tomatically, human-in-the-loop often remains an integral part
of the analysis process. Well-designed visualization can give
the analyst a more comprehensive and intuitive understanding
of the analyzed data, enabling them to recognize potential
patterns that may not be immediately apparent from raw data.
The suggested concept can help to identify the underlying
relationships and structures within the network, allowing the
analyst to understand better what is happening and make more
informed decisions based on their insights.

V. CONCLUSION

In this paper, we addressed the challenges of network
traffic monitoring in dynamic networks and IoT networks and
proposed a concept to adapt monitoring tools to SDN and vir-
tualized environments. Our approach includes augmentation of
monitoring infrastructure with dynamic topology transitions,
network device logs and releasing monitoring probes.

By fusing information about the dynamic topology mod-
ifications and network device logs, our monitoring system
can provide more accurate and timely data for analysis and
interpretation. Furthermore, automating the deployment and
release of monitoring probes can improve the efficiency of the
monitoring system.

Our proposed solution can benefit many domains, including
network security, IoT, and mobile networks. With the increas-
ing use of SDN and virtualized environments, the need for
flexible and adaptable monitoring tools will continue to grow.
Our solution satisfies this need and enables more effective
network monitoring and management.

Future Work

The described work can be enhanced in future in several
possible ways as follows.

1) The proposed solution will be deployed in a real-world
environment to obtain more realistic overview about
efficiency and performance in dynamic networks. This
evaluation includes various scenarios and use cases, with
emphasis on scalability and robustness, in long-term
period.

2) ML techniques for VM profiling and anomaly detection
can be integrated with the prototype.

3) A more comprehensive evaluation can help to retrieve
more detailed and accurate performance metrics for the
presented augmented monitoring infrastructure and its
capabilities.

4) With the increasing adoption of new network architec-
tures such as cloud computing or fog computing, it is
valuable to explore an adaptation of our solution to these
new architectures deeply.
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