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In this paper, we present results of an auditing study performed at YouTube aimed at investigating how fast a
user can get into a misinformation filter bubble, but also what it takes to “burst the bubble”, i.e., revert the
bubble enclosure. We employ a sock puppet audit methodology, in which pre-programmed agents (acting
as YouTube users) delve into misinformation filter bubbles by watching misinformation promoting content.
Then they try to burst the bubbles and reach more balanced recommendations by watching misinformation
debunking content. We record search results and recommendations at a homepage as well as for the watched
videos. Overall, we recorded 17,405 unique videos, out of which we manually annotated 2,914 for the presence
of misinformation. The labeled data was used to train a machine learning model classifying videos into three
classes (promoting, debunking, neutral) with the accuracy of 0.85. We use the trained model to classify the
remaining videos that would not be feasible to annotate manually.

Using both the manually and automatically annotated data, we observe the misinformation bubble dynamics
for a range of audited topics. Our key finding is that even though filter bubbles do not appear in some situations,
when they do, it is possible to burst them by watching misinformation debunking content (albeit it manifests
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differently from topic to topic).We also observe that ...TODO add finding from automated annotation evaluation.
Finally, when comparing our results with a previous similar study, we do not observe improvements in overall
quantity of recommended misinformation content.

CCS Concepts: • Social and professional topics → Technology audits; • Information systems →
Personalization; Content ranking; • Human-centered computing→ Human computer interaction (HCI).

Additional KeyWords and Phrases: audit, recommender systems, filter bubble, misinformation, personalization,
automatic labeling, ethics, YouTube
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1 INTRODUCTION
In this paper, we investigate themisinformation filter bubble creation and bursting on YouTube. In our
auditing study we simulate user behavior on the YouTube platform, record platform responses (e.g.,
search results, recommendations) and manually annotate them for the presence of misinformative
content. Using the manual annotations, we train a machine learning model to predict labels
for remaining recommended videos that were impractical to annotate manually due to their
large volume. Then, we quantify the dynamics of misinformation filter bubble creation and also
dynamics of bubble bursting, which is the novel aspect of the study. With this paper, we publish
the implementation of the experimental infrastructure and also the data we collected1.
Our study adds to the previous works [1, 9, 15, 18, 24] that used audits to quantify the portion

of misinformative content being recommended on social media platforms. We directly build on
works [9, 15, 24] that observed and quantified the creation of misinformative filter bubbles on
YouTube.

The general motivation of our work is to emphasize the need for independent oversight of person-
alization behavior of large platforms. In the past, platforms have been accused of being contributors
to the misinformation spreading due to their personalization routines. Simultaneously, they have
been reluctant to revise these routines [28, 34]. And when they promise some changes, there is
a lack of effective public oversight that could quantitatively evaluate their fulfillment. Auditing
studies are tools that may improve such oversight.

While previous works investigated how a user can enter a filter bubble, no audits have covered
if, how or with what “effort” can the user “burst” (exit or lessen) the bubble. Multiple studies
demonstrated that watching a series of misinformative videos would strengthen the further presence
of such content in recommendations [1, 9, 15], or that following a path of the “up next” videos
can bring the user to a very dubious content [24]. However, no studies investigated what type of
user’s watching behavior (e.g., switching to credible news videos or conspiracy debunking videos)
would be needed to lessen the amount of misinformative content recommended to the user. TODO
Consider mentioning evaluation of slope of changes over time as novel? Such knowledge would
indeed be valuable. Not just for the sake of knowledge about the inner workings of YouTube’s
personalization, but also to improve the social, educational, or psychological strategies for building
up resilience against misinformation.

As the first contribution, this paper reports on the behavior of YouTube’s personal-
ization in a situation when a user with misinformation promoting watch history (i.e.,
with a developed misinformation filter bubble) starts to watch content debunking the

1Available at https://github.com/kinit-sk/yaudit-recsys-2021
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misinformation (in an attempt to burst that misinformation filter bubble). The key
finding is that watching misinformation debunking videos (e.g., credible news, scientific
content) generally improves the situation (in terms of recommended items or search
result personalization), albeit with varying effects and forms, mainly depending on
particular misinformation topic. TODO Add finding from automated annotation.

We aligned our methodology with previous works, most notably with the work of Hussein et
al. [9] who also investigated the creation of misinformation filter bubbles using user simulation. As
part of our study, we replicated parts of Hussein’s study. We have done this for the sake of replication
and to bootstrap bots with history of watching misinformation promoting videos. We re-used
maximum of Hussein’s seed data (topics, queries, videos), used similar scenarios and the same data
annotation scheme. Therefore, we were able to directly compare the outcomes of both studies (e.g.,
on the number of observed misinformative videos present in recommendations or search results).
Due to recent changes in YouTube policies [29], we expected to see less filter bubble creation
behavior than Hussein et al. However, this was generally not the case.

As the second contribution, we report changes in misinformation video occurrences
on YouTube, which took place since the study of Hussein et al. [9] (mid 2019). We observe
worse situation regarding the topics of vaccination and (partially) 9/11 conspiracies and
some improvements (less misinformation) for moon landing or chemtrails conspiracies.

2 BACKGROUND: FILTER BUBBLES AND MISINFORMATION
To some extent, intellectual isolation is a natural human defense against information overload [14]
and provides us with stronger inner confidence [6]. However, it also comprises negative effects
such as selective exposure (focusing on information that is in accordance with one’s worldview) or
confirmation bias [5, 12]. In social media, intellectual isolation contributes to the creation of echo
chambers [3]: the same ideas are repeated, mutually confirmed and amplified in relatively closed
homogeneous groups. Polarization and fragmentation of the society increases [26, 33].
The negative effects of echo chambers can be amplified by filter bubbles. Filter bubbles (as

states of intellectual isolation) were firstly recognized by Pariser [16] as a negative consequence
of personalization in social media and search engines. Researchers [16, 26] agree that algorithms
of such platforms support cognitive bias, as users are presented with the content that complies
with their hitherto attitudes. Besides that, this effect also has ethical implications. Users are often
unaware of the existence of filter bubbles, as well as of the information that was filtered out.
Moreover, personalization and recommendation tailored to the users’ interests can escalate the
problems with misinformation [24].
Misinformation is a false or inaccurate information that is spread regardless of an intention to

deceive. Due to significant negative consequences of misinformation on our society (especially
during the ongoing COVID-19 pandemic), tackling misinformation attracted a plethora of research
efforts (see [30, 32] for recent surveys). While the majority of such research focuses on various
characterization studies [22] or detection methods [17, 25], the studies investigating the relation
between misinformation and adaptive systems are still relatively rare (e.g., [9, 15]).
We denote filter bubbles that are characterized by the presence of misinformative content as

misinformation filter bubbles. They are states of intellectual isolation in false beliefs or a manipulated
perceptions of reality. Analogically to topical filter bubbles, misinformation filter bubbles can be
characterized by a high homogeneity of recommendations/search results that share the same
positive stance towards misinformation. In other words, the content adaptively presented to a user
in a misinformation filter bubble supports one or several false claims/narratives. The proportion of
such content represents how deep inside the bubble the user is.

ACM Forthcoming, Vol. 0, No. 0, Article 0. Publication date: 2022.
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To prevent misinformation and misinformation filter bubbles, social media conduct various
countermeasures. These are usually reactions to public outcry or are required by legislation, e.g.,
EU’s Code of practice on disinformation2. Currently, the effectiveness of such countermeasures
is evaluated mainly by self-evaluated reports. However, such reports are difficult to verify since
social media are reluctant to provide access to their data for independent research.
The verification of countermeasures is further complicated by interference of psychological

factors. For example, some researchers argue that cognitive bias is more influential than algorithms
when it comes to intellectual isolation [2, 5]. To separate these influences, researchers employ
platform audits, such as the one in this paper.

3 RELATEDWORK: AUDITS OF ADAPTIVE SYSTEMS
In this context, an audit is a systematic statistical probing of an online platform, used to uncover
socially problematic behavior underlying its algorithms [9, 20]. Audits come in multiple forms [20]
and two of them are also suitable to investigate the effect of (misinformation) filter bubbles:
crowdsourcing audits and sockpuppeting audits.
Crowdsourcing audit studies are conducted using real user data. Silva et al. [21] developed

a browser extension to collect personalized ads with real users on Facebook. Hannak et al. [7]
recruited Mechanical Turk users to run search queries and collected their personalized results.
However, such auditing methodology suffers from a lack of isolation (users may be influenced by
additional factors, e.g. confirmation bias). Moreover, uncontrolled environment makes comparisons
difficult or unfeasible; it is difficult to keep users active; audits also raise several privacy issues.

Sockpuppeting audits solve these problems by employing non-human bots that impersonate the
behavior of users in a predefined controlled way [20]. To achieve representative and meaningful
results in sockpuppeting audits, researchers need to tackle several methodological challenges [9].
First is the selection of appropriate seed data (e.g., the initial activity of bots, search queries). Second,
the experimental setup must measure the real influence of the investigated phenomena. At the same
time, it must minimize confounding factors and noise (e.g., of name, gender or geolocation [7]).
Another challenge is how to appropriately label the presence of the audited phenomena (expert-
based/crowdsourced [9, 21] or automatic labeling [15] can be employed).

Audits can be further distinguished by the social media they are applied on (e.g., social networking
sites [9, 15, 21], search engines [11, 13, 19], e-commerce sites [10]), by adaptive systems being
investigated (e.g., recommendations [9, 15, 24], up-next recommendation [9], search results [9,
11, 13, 15, 19], autocomplete [19]) and by phenomena being studied (e.g., misinformation [9, 15],
political bias [11, 13], political ads [21]). In our study, we focus specifically on misinformation
filter bubbles in the context of the online video platform YouTube and its recommender and search
system. As argued by Spinelli et al. [24], YouTube is an important case to study as a significant
source of socially-generated content and because of its opaque recommendation policies. Some
information about the inner workings of YouTube adaptive systems are provided by research papers
published at RecSys conference [4, 31] or blogs [29] published directly by the platform, nevertheless,
a detailed information is unknown. Therefore, we feel a need to conduct independent auditing
studies on undesired phenomena like unintended creation of misinformation filter bubbles.
The existing studies confirmed the effects of filter bubbles in YouTube recommendations and

search results. Spinelli et al. [24] found that chains of recommendations lead away from reliable
sources and toward extreme and unscientific viewpoints. Similarly, Ribeiro et al. [18] concluded
that YouTube’s recommendation contributes to further radicalization of users and found paths
from large media channels to extreme content through recommendation. Abul-Fottouh et al. [1]

2https://digital-strategy.ec.europa.eu/en/policies/code-practice-disinformation

ACM Forthcoming, Vol. 0, No. 0, Article 0. Publication date: 2022.

https://digital-strategy.ec.europa.eu/en/policies/code-practice-disinformation


197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

241

242

243

244

245

Auditing YouTube’s Recommendation Algorithm for Misinformation Filter Bubbles 0:5

confirmed a homophily effect in which anti-vaccine videos were more likely to recommend other
anti-vaccine videos than pro-vaccine ones and vice versa.

Recently, we can observe first audits focused specifically onmisinformation filter bubbles. Hussein
et al. [9] and Papadomou et al. [15] found that YouTube mitigates pseudoscientific content in some
handpicked topics such as COVID-19. Hussein et al. [9] found that demographics and geolocation
(within the US) affect personalization only after having acquired some watch history. These studies
provide evidence of the existence and properties of misinformation filter bubbles on YouTube. From
the properties that remain uninvestigated, we specifically address two. Firstly, the adaptive systems
used by YouTube are in continuous development and improvement. Information on how YouTube
proceeds in countering misinformation is needed. Secondly, while the existing studies focused on
misinformation filter bubble creation, we do not have the same perspective on the inverse process –
filter bubble bursting.

TODO Discuss application of automated annotation in audits.

4 STUDY DESIGN AND METHODOLOGY
To investigate the dynamics of bursting out of a misinformation filter bubble, we conducted an
agent-based sockpuppeting audit study. The study took place on YouTube, but its methodology
and implementation can be generalized to any adaptive service, where recommendations can be
user-observed.
In the study, we let a series of agents (bots) pose as YouTube users. The agents performed

pre-defined sequences of video watches and query searches. They also recorded items they saw:
recommended videos and search results. The pre-defined actions were designed to first invoke
the misinformation filter bubble effect by purposefully watching videos with (or leaning towards)
misinformative content. Then, agents tried to mitigate the bubble effect by watching videos with
trustworthy (misinformation debunking) content. Between their actions, the agents were idle for
some time to prevent possible carry-over effects. The degree of how deep inside a bubble the agent
is was observed through the number and rank of misinformative videos offered to them.
The secondary outcome is the partial replication of a previous study done by Hussein et al. [9]

(denoted onwards as the reference study). This replication allowed us to draw direct comparisons
between quantities of misinformative content that agents encountered now (March 2021) and
during the reference study done in mid 2019.

4.1 ResearchQuestions, Hypotheses and Metrics
RQ1 (comparison to the reference study): Has YouTube’s personalization behavior changed with
regards to misinformative videos since the reference study? In particular, we seek to validate the
following hypothesis:

• H1.1: Compared on SERP-MS and normalized score metrics (see below), we would see better
scores (after constructing a promoting watch history) than in the reference study in both
search and recommendations (given YouTube’s pledges [29]).

RQ2 (bubble bursting dynamics): How does the effect of misinformation filter bubbles change,
when debunking videos are watched? The “means of bubble bursting” would be implicit user feedback
– watching misinformation debunking videos. In particular, we seek to validate the following
hypotheses:

• H2.0: Watching videos belonging to promoting misinformation stance leads to their in-
creased presence in both search results and recommendations (worse SERP-MS and normal-
ized score metrics).

ACM Forthcoming, Vol. 0, No. 0, Article 0. Publication date: 2022.



246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

0:6 Simko, et al.

• H2.1:Watching the sequence of misinformation debunking videos after the sequence of
misinformation promoting videos will improve the metrics in comparison to the end of the
promoting sequence.

• H2.2:Watching the sequence of misinformation debunking videos after the sequence of
misinformation promoting videos will improve the metrics in comparison to the start of the
experiment.

• H2.3: The metrics worsen gradually as more and more misinformation promoting videos
are watched, and improve gradually as more and more misinformation debunking videos
are watched.

The metrics we use – SERP-MS and normalized score – are drawn directly from the reference
study. Both metrics quantify misinformation prevalence in a given list of items (videos), which are
annotated as either promoting (value 1), debunking (value -1) or neutral (value 0). The output of
both metrics is, similarly, from the ⟨−1, 1⟩ interval. Lists populated mostly with debunking content
would receive values close to -1, with promoting close to 1 and with balanced or mostly neutral,
close to 0. In other words, a score closer to -1 means better score.

Normalized score (NS). A metric computed as average of individual annotations of items
present in the list. It is suited for unordered, shorter lists (in our case, recommendations).

SERP-MS (Search result page misinformation score). Ametric capturing amount of mis-
information and its rank. It is suited for longer, ordered lists (in our case, search results). It
is computed as 𝑆𝐸𝑅𝑃-𝑀𝑆 =

∑𝑛
𝑟=1 (𝑥𝑖∗(𝑛−𝑟+1))

𝑛∗(𝑛+1)
2

, where 𝑥𝑖 is annotation value, 𝑟 search result
rank and 𝑛 number of search results in the list [9].

Difference to linear (DIFF-TO-LINEAR) A metric that describes the slope of changes in
normalized score as videos are watched. It compares against an expected linear change
in the normalized score (see H2.3.) from a given start to an end watched video. The
score sums differences of normalized score metrics at each watched video to an expected
linear trend. If the score is positive, normalized score worsens faster than expected. If the
score is negative, normalized score improves faster than expected. If the score is near 0,
normalized score improves linearly from the start to the end video. We define the score as:
𝐷𝐼𝐹𝐹 -𝑇𝑂-𝐿𝐼𝑁𝐸𝐴𝑅 =

∑𝑒
𝑖=𝑠 (𝑁𝑆𝑖 − 𝑁𝑆𝑒−𝑁𝑆𝑠

𝑒−𝑠 ∗ (𝑖 − 𝑠) −𝑁𝑆𝑠 ), where 𝑠 and 𝑒 are indices of the
start and end videos, 𝑁𝑆𝑖 is the normalized score at the i-th watched video.

4.2 Experiments scenarios
We let agents interact with YouTube following a scenario composed of four phases, as depicted in
Figure 1.
Phase 0: Agent initialization. At the start of a run, the agent fetches its desired configuration,

including the YouTube user account and various controlled variables (the variable values are
explained further below). Also, the agent fetches 𝜏 ∈ 𝑇 , a topic with which it will work (e.g., “9/11”).
The agent fetches 𝑉𝑝𝑟𝑜𝑚 and 𝑉𝑑𝑒𝑏 , which are lists of 𝑛𝑝𝑟𝑜𝑚 = 40 and 𝑛𝑑𝑒𝑏 = 40 most popular videos
promoting, respectively debunking, misinformation within topic 𝜏 . Afterward, it fetches 𝑄 , a set
of 𝑛𝑞 = 5 search queries related to the particular 𝜏 (e.g., “9/11 conspiracy“). The agent configures
and opens a browser in incognito mode, visits YouTube, logs in using the given user account, and
accepts cookies. Finally, the agent creates a neutral baseline by visiting the homepage and saving
videos, and performing a search phase. In the search phase, the agent randomly iterates through
search queries in 𝑄 , executes each query on YouTube, and saves the search results. To prevent any
carry-over effect between search queries, the agent waits for 𝑡𝑤𝑎𝑖𝑡 = 20 minutes after each query.

Phase 1 (promoting): Create the filter bubble. For creating a filter bubble effect, the agent randomly
iterates through 𝑉𝑝𝑟𝑜𝑚 and “watches” each video for 𝑡𝑤𝑎𝑡𝑐ℎ = 30 minutes (or less, if the video is

ACM Forthcoming, Vol. 0, No. 0, Article 0. Publication date: 2022.
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Fig. 1. Agent scenario for creating and bursting misinformation filter bubbles

shorter). Immediately after watching a video, the agent saves video recommendations on that
video’s page and visits the YouTube homepage, saving video recommendations listed there as well.
After every 𝑓𝑞 = 2 videos, the agent performs another search phase.

Phase 2 (debunking): Burst the filter bubble. The agent follows the same steps as in phase 2. The
only difference is the use of 𝑉𝑑𝑒𝑏 instead of 𝑉𝑝𝑟𝑜𝑚 .

Phase 3: Tear-down. In this phase, the agent clears YouTube history (using Google’s “my activity“
section), making the used user account ready for the next run.

For each selected topic, we run the scenario 10 times (in parallel). This way, we were able to deal
with recommendation noise present at the platform. In order to run our experiments multiple times,
we used the reset (delete all history) button provided by Google instead of creating a new user
profile for each run. Before deciding to use the reset button in our study, we first performed a short
verification study to see whether using this button really deletes the whole history and resets the
personalization on YouTube. We randomly selected few topics, from which we manually watched
few videos (5 for each). Then, we used the reset button and evaluated the difference between videos
appearing on the YouTube homepage, recommendations, and search. We found no carry-over
effects.

We needed to set up several attributes of agents (e.g., YouTube user profiles). For geolocation, we
use N. Virginia to allow for better comparison with the reference study. The date of birth for all
accounts was arbitrarily set to 6.6.1990 to represent a person roughly 30 years old. The gender was
set as “rather not say” to prevent any personalization based on gender. The names chosen for the
accounts were composed randomly of the most common surnames and unisex given names used in
the US.

There were also process parameters that we needed to keep constant. These include 1) 𝑛𝑝𝑟𝑜𝑚 = 40
and 𝑛𝑑𝑒𝑏 = 40 representing the number of seed videos used in promoting and debunking phases;
2) 𝑡𝑤𝑎𝑡𝑐ℎ = 30 representing the maximum watching time in minutes for every video; 3) 𝑛𝑞 = 5
representing the number of queries used; 4) 𝑡𝑤𝑎𝑖𝑡 = 20 representing the wait time in minutes
between query yields and 5) 𝑓𝑞 = 2 representing the number of videos to watch between search
phases.
Values of the process parameters greatly influence the total running time and results of the

experiment. Yet, determining them was not straightforward given many unknown properties of
the environment (first and foremost YouTube’s algorithms). For example, prior to the experiment,
it was unclear how often we need to probe for changes in recommendations and search result
personalizations to answer our research questions.
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Therefore, we run a pre-study in which we determined the best parameter setup. Measuring the
Levenshtein distance between ordered results and overlap of lists of recommended videos we
determined to run 10 individual agents for each topic, as we observed instability between repeated
runs (e.g., the same configuration yielded ∼ 70% of the same recommended videos). For the 𝑛𝑝𝑟𝑜𝑚
and 𝑛𝑑𝑒𝑏 parameters, we observed that in some cases, a filter bubble could be detected after 20
watched videos. Yet in others, it was 30 or more. Due to this inconsistency, we opted to watch 40
videos for a phase. To determine the optimal value of 𝑡𝑤𝑎𝑡𝑐ℎ , we first calculated the average running
time of our seed videos. Most of the videos (∼ 85%) had a running time of about 30 minutes or
shorter, so 30 minutes became the baseline value. In addition, we compared the results obtained by
watching only 30 minutes with results from watching the whole video regardless of its length, but
found no apparent differences.

To determine the number of queries 𝑛𝑞 and periodicity of searches 𝑓𝑞 , we ran the scenario with all
seed queries introduced by the reference study and used them after every seed video. We observed
that the difference in search results between successive seed videos was not significant. As the
choice of search queries and the frequency of their use greatly prolonged the overall running time
of the agents, we opted to run the search phase after every second video. In addition, we opted to
use only 5 queries per topic.

The only parameter not set by a pre-study is 𝑡𝑤𝑎𝑖𝑡 , which we set to 20 minutes based on previous
studies. These found that the carry-over effect (which we wanted to avoid) is visible for 11 minutes
after the search [7, 9].

4.3 Seed Data
We used 5 topics in our study (same as the reference study): 1) 9/11 conspiracies claiming that
authorities either knew about (or orchestrated) the attack, or that the fall of the twin towers was
a result of a controlled demolition, 2)moon landing conspiracies claiming the landing was staged
by NASA and in reality did not happen, 3) chemtrails conspiracy claiming that the trails behind
aircraft are purposefully composed of dangerous chemicals, 4) flat earth conspiracy claiming that
we are being lied to about the spherical nature of Earth and 5) vaccines conspiracy claiming that
vaccines are harmful, causing various range of diseases, such as autism. The narratives associated
with the topics are popular (persistently discussed), while at the same time, demonstrably false, as
determined by the reference study [9].
For each topic, the experiment required two sets of seed videos. The promoting set, used to

construct a misinformation filter bubble (its videos have a promoting stance towards the conspira-
torial narrative or present misinformation). And the debunking set, aimed to burst the bubble (and
contains videos disproving the conspiratorial narratives).
As a basis for our seed data sets we used data already published in the reference study, which

the authors either used as seed data, or collected and annotated. To make sure we use adequate
seed data, we re-annotated all of them.

The number of seed videos collected this way was insufficient for some topics (we required twice
as many seed videos as the reference study). To collect more, we used an extended version of the
seed video identification methodology of the reference study. Following is the list of approaches
we used (in a descending order of priority): YouTube search, other search engines (Google search,
Bing video search, Yahoo video search), YouTube channel references, recommendations, YouTube
homepage, and known misinformation websites. To minimize any biases, we used a maximum of 3
videos from the same channel.

As for search queries, we required fewer of them than the reference study. We selected a subset
based on their popularity on YouTube. Some examples of the used queries are: "9/11 conspiracy",
"Chemtrails", "flat earth proof ", "anti vaccination", "moon landing fake".
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4.4 Data collection and annotation
Agents collect videos from three main components on YouTube: 1) recommendations appearing next
to videos presently watched, 2) home page videos and 3) search results. In case of recommendations,
we collect 20 videos that YouTube normally displays next to a currently watched video (in rare
cases, less than 20 videos are recommended). For home page videos and search results, we collect
all videos appearing with the given resolution, but no less than 20. In case when less than 20 videos
appear, the agent scrolled further down on the page to load more videos.
For each video encountered, the agent collects metadata: 1) YouTube video ID, 2) position of the

video in the list, and 3) presence of a warning/clarification message that appears with problematic
topics such as COVID-19. Other metadata, such as video title, channel or description, are collected
using the YouTube API.

To annotate the collected videos for the presence of misinformation, we used an extended version
of the methodology proposed in the reference study. Each video was viewed and annotated by the
authors of this study using a code ranging from -1 to 10. The videos are annotated as debunking
(code -1), when their narrative provides arguments against the misinformation related to the
particular topic (such as "The Side Effects of Vaccines - How High is the Risk?"), neutral (code 0)
when the narrative discusses the related misinformation but does not present a stance towards it
(such as "Flat Earthers vs Scientists: Can We Trust Science? | Middle Ground"), and promoting (code 1),
when the narrative promotes the related misinformation (such as "MIND BLOWING CONSPIRACY
THEORIES"). The codes 2, 3, and 4 have the same meaning as codes -1, 0, and 1, but are used in
cases when they discuss misinformation not related to the topic of the run (e.g., video dealing with
climate crisis misinformation encountered during a flat earth audit). The code 5 is applied to videos
that do not contain any misinformation views (such as "Gordon’s Guide To Bacon"). This includes
completely unrelated videos (e.g., music or reality show videos), but also videos that are related to
the general audit topic, but not misinformation (e.g., original news coverage of 9/11 events). In rare
cases of videos that are not in English and do not provide English subtitles, code 6 is assigned. Also
rare are the cases when the narrative of the video cannot be determined with enough confidence
(code 7). Videos removed from YouTube (before they are annotated) are coded as 8. Finally, as an
extension of the approach used in the reference study, we use codes 9 and 10 to denote videos
that specifically mention misinformation but rather than debunk them, they mock them (9 for
related misinformation, 10 for unrelated misinformation, for example "The Most Deluded Flat Earther
in Existence!"). Mocking videos are a distinct (and often popular) category, which we wanted to
investigate separately (however, for the purposes of analysis, they are treated as debunking videos).

To determine how many annotators are needed per video, we first re-annotated the seed videos
released by the reference study. Each was annotated by at least two authors, and the annotations
were compared between each other and with annotations from the reference study. We achieved
Cohen’s kappa value of 0.815 between us and 0.688 with the reference study. We identified charac-
teristics of edge cases. Following the re-annotation and the findings from it, when annotating our
collected videos, we assign only one annotator per collected video with instructions to indicate and
comment if an edge case video is encountered. These were then reviewed by another annotator.

For the purpose of this study and to evaluate our hypotheses, we annotated the following subset
of collected videos:

• All recorded search results.
• Videos recommended for first 2 seed videos at the start of the run and last 2 seed videos
of both phases (resulting in 6 sets of annotated videos per topic). This selection was a
compromise between representativeness, correspondence to the reference study, and our
capacities.

ACM Forthcoming, Vol. 0, No. 0, Article 0. Publication date: 2022.



442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

462

463

464

465

466

467

468

469

470

471

472

473

474

475

476

477

478

479

480

481

482

483

484

485

486

487

488

489

490

0:10 Simko, et al.

• We have not annotated the home page videos for the purpose of this study. These videos
were the most numerous, the most heterogeneous, and with little overlap across bots and
seed videos.

For the remaining videos from top-10 recommendations and home page results we employed an
automated machine learning pipeline that predicted their annotation labels based on training using
our manual annotations as discussed next.

4.5 Trained machine learning models for automated prediction of annotations
Having manually annotated 2,973 videos using the selection process discussed above, there still
remained 13,838 videos from top-10 recommendations and home page results that were too many
to annotate manually. Therefore, we employed a trained machine learning model to predict their
labels automatically.

We experimented with two state-of-the-art models for classification of YouTube videos used in
similar misinformation detection-related tasks that were presented in the related work—models by
Hou et al. [8], and Papadamou et al. [15].

4.5.1 Model by Hou et al. [8] (Hou’s model). The authors presented an SVMmodel trained to classify
prostate cancer videos as misinformative or trustworthy based on a set of viewer engagement
features (e.g., number of views, thumbs up, number of comments), linguistic features (e.g., n-grams
and syntax based features, readability and lexical richness features), and raw acoustic features.
We implemented this model using standard ML toolkits (nltk, sklearn) and trained it using our
annotated dataset. We omitted using acoustic features in our training since we didn’t collect them
in our dataset.

4.5.2 Model by Papadamou et al. [15] (Papadamou’s model). The deep learning model was used to
classify YouTube videos related to common conspiracy theory topics as pseudoscientific or scientific.
The proposed classifier takes four feature types as input: snippet (video title and description), video
tags (defined by video uploader), transcript (subtitles uploaded by the creator of the video or
auto-generated by YouTube), and top-200 video comments. It then uses fastText (fine-tuned to the
inputs) to generate vector representations (embeddings) for each of the textual inputs. Resulting
features are flattened into a single vector and processed by a four-layer, fully-connected neural
network (comprising 256, 128, 64, and 32 units with ReLU activation). Regularization using dropout
(d = 0.5) is applied at each fully-connected layer. Finally, the output is passed to a 2-unit neural
network with softmax activation. There is a threshold for predicting the "pseudoscientific" class
that requires the classification probability to be 0.7 or higher for it to be used. The classifier is
implemented using Keras and Tensorflow. Due to class imbalance, oversampling is applied during
training to produce the same number of training samples for both classes. We made use of source
code provided by the authors of the paper. However, we didn’t use video tags as input features as
we lacked them in our dataset.

4.5.3 Classification tasks. Both models were applied for binary classification tasks and classi-
fied videos as misinformative/trustworthy in Hou’s model and pseudoscientific/scientific in Pa-
padamou’s model. Since our data was annotated with multiple labels that were normalized into
three classes (promoting, debunking, neutral), we had to make a decision on how to handle the
"neutral" class not considered in the original models. We experimented with the following variations
of classes in our cross-validation of the models:

(1) Only promoting (class 1) and debunking (class 2), discarding neutral videos.
(2) Promoting (class 1), and debunking or neutral (class 2).
(3) Promoting (class 1), debunking (class 2), and neutral (class 3).
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Table 1. Comparison of classification metrics of the evaluated models as reported in their original papers
(training: "Paper") or cross-validated on our data (training: "Our"). As discussed in Section 4.5, there are
several options for constructing the classes that the models are trained on. Precision, recall, and F1-score
are reported both on the promoting (prom.) class (misinformative in paper by Hou et al, not reported by
Papadamou et al.), as well as their weighted (weigh.) average across classes. For the data analysis in this
paper, we made use of the model reported in the rightmost column of this table—model from Papadamou et
al. classifying videos into 3 classes (promoting, debunking, and neutral).

Model Hou Papad. Hou Papad. Hou Papad. Hou Papad.
Training Paper Paper Our Our Our Our. Our Our
Classes Binary Binary Binary w/o neutral Binary w neutral 3 classes

Precision prom. 0.765 0.72 0.82 0.28 0.68 0.36 0.71
Recall prom. 0.735 0.59 0.85 0.53 0.76 0.56 0.69

F1-score prom. 0.719 0.65 0.83 0.37 0.71 0.44 0.7

Precision weigh. 0.775 0.77 0.82 0.91 0.87 0.93 0.76 0.85
Recall weigh. 0.744 0.79 0.83 0.91 0.82 0.93 0.74 0.85

F1-score weigh. 0.735 0.74 0.82 0.91 0.84 0.93 0.74 0.85

Accuracy 0.744 0.79 0.83 0.91 0.82 0.93 0.74 0.85

4.5.4 Performance metrics. We trained the models using our annotated data and evaluated them
in cross-validation with 5-folds for Hou’s model and 10-folds for Papadamou’s model to reflect
evaluation in their respective papers. Table 1 shows classification metrics comparing performance
reported in the papers and performance for the classification tasks discussed above on our data.
Hou’s model showed performance similar to that reported in the paper when applied to the

binary classification task with only the promoting and debunking classes. On the other hand, the
performance decreased when we incorporated neutral videos into a "debunking + neutral" class.
The low precision (0.28) on promoting class showed that the model did not have predictive power
to distinguish these classes. Applying the model to classification of all three classes showed weak
performance as well.
Papadamou’s model achieved better performance when applied to binary classification with

promoting and debunking videos only and also outperformed metrics reported in the original
paper—we attribute this improvement to the quality of our data was annotated by experts instead
of crowd-sourcing annotators done by Papadamou et al.. It also retained good performance (0.71
F1-score on promoting class) when neutral videos were added into the "debunking + neutral"
class. Therefore, we decided to adapt this model for classification of all three classes: promoting,
debunking, and neutral. In this task, the model retained a similar F1-score (0.7) at the cost of a
lower recall (0.69 compared to 0.76) for the promoting class. Table 2 shows a confusion matrix for
the three classes.

4.5.5 Conclusion. Seeing that Hou’s model was struggling with the neutral class, we opted for
Papadamou’s model for the use in this paper. We further decided to take advantage of the model
trained for the 3-class classification task as that enables deeper analyses and retains a satisfactory
performance.

4.6 Data ethics assessment
To consider various ethical issues regarding the research of misinformative content, we carried
out a series of data ethics workshops. We explored questions related to data ethics issues [27]
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Table 2. Confusion matrix from cross-validation of model by Papadamou et al. [15] in trained on our data
for classification into 3 classes. There is a significant class imbalance with the neutral class being the most
prominent. Oversampling was used in training to address this problem.

promoting (predicted) neutral (predicted) debunking (predicted)

promoting (actual) 167 (69%) 43 (18%) 31 (13%)
neutral (actual) 46 (4%) 1005 (92%) 42 (4%)

debunking (actual) 21 (3%) 111 (17%) 505 (79%)

within our audit and its impact on stakeholders. Based on the topics that emerged during the
data ethics workshops, we identified different stakeholder groups. The most affected ones were
platform users, annotators, content creators, and other researchers. For every stakeholder group,
we devised different engagement strategies and specific action steps. Our main task was to devise
countermeasures to the most prominent risks that could emerge for these stakeholder groups.

First, we were concerned about the risk of unjustified flagging of the content as misinformation
and their creators as conspirators. To minimize this risk, we decided to report hesitations in the
annotation process. These hesitations were consequently back-checked by other annotators and
independently validated until the consensus was reached. One of our main concerns was also not
to harm or delude other users of the platform. To avoid disproportional boost of the misinformation
content by our activity, we select the videos with at least 1000 views and warn annotators not to
watch videos online more than one time, or in case of back-checks, two times. After each round,
we reset user account and delete the watch history.

Other concerns were connected to the deterioration of well-being of human annotators. Specif-
ically, that their decision-making abilities would be negatively affected after a long annotation
process. We proposed the daily routines for annotation, including the breaks during the process and
advised to monitor any changes in annotators beliefs. Our annotators also underwent the survey
on their tendency to believe in conspiracy theories3 and none of them showed such tendency at
the end of the study.

4.7 A note on comparability with the reference study by Hussein et al.
In order to be able to draw comparisons, we kept the methodology of our study as compatible
as possible with the previous study by Hussein et al. [9]. We shared the general approach of
prompting YouTube with implicit feedback: both studies used similar scenarios of watching a series
of misinformation promoting videos and recording search results and recommended videos. We
re-used the topics, a subset (for scaling reasons) of search queries, and all available seed videos
(complementing the rest by using a similar approach as the reference study). Moreover, both studies
used the same coding scheme, metrics, sleep times, and annotated a similar number of videos.

We should also note differences between the studies, which mainly source from different original
motivations for our study. For instance, no significant effects of demographics and geolocation of
the agents were found in the reference study, so we only controlled these. In Hussein’s experiments,
all videos were first “watched” and only then all search queries were fired. In our study, we fired all
queries after watching every 2nd video (with the motivation to get data from the entire run, not just
the start and end moment). The reference study created genuine 150 accounts on YouTube, while
we used fewer accounts and took advantage of the browsing history reset option. In some aspects,
our study had a larger scale: we executed 10 runs for each topic instead of one (to reduce possible

3https://openpsychometrics.org/tests/GCBS/
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noise) and used twice as many seed videos (to make sure that filter bubbles develop). There were
also technical differences between the setups, as we used our own implementation of agents (e.g.,
different browser, ad-blocking software).
Given the methodological alignment (and despite the differences), we are confident to directly

compare some of the outcomes of both studies, namely quantity ofmisinformative content appearing
at the end of the promoting phases.

5 RESULTS AND FINDINGS
Following the study design, we executed the study between March 2nd and March 31st, 2021.
Together, we executed 50 bot runs (10 for each topic). On average, runs for a single topic took 5 days
(bots for a topic ran in parallel). The bots watched 3,951 videos (collected 78,763 recommendations
associated with them, 8,526 of them unique), executed 10,075 queries (collected 201,404 search
results, 942 of them unique), and visited homepage 3,990 times (collected 116,479 videos there, 9,977
of them unique). Overall, we recorded 17,405 unique videos originating from 6,342 channels.
Using the selection strategy and annotation scheme described in Section 4.4, 5 annotators

annotated 2,914 unique videos (covering 255,844 appearances). In total, 244 videos were identified
as promoting misinformation (related or unrelated to respective topics), 628 as debunking (including
mocking videos), 184 as neutral, 1,829 as not about misinformation. Other videos (unknown, non-
English, or removed) numbered 29.

We report the results according to research questions and hypotheses defined in Section 4.1. SERP-
MS score metrics are reported for search results and mean normalized scores for recommendations.
Since the metrics are not normally distributed with some samples of unequal sizes, we make use of
non-parametric statistical tests. Pairwise tests are performed using two-sided Mann-Whitney U
test. In cases where multiple comparisons by topics are performed, Bonferroni correction is applied
on the significance level (in that case 𝛼 = 0.05 is divided by number of topics 𝑛𝑇 = 5, resulting in
𝛼 = 0.01).

5.1 RQ1: Has YouTube’s personalization behavior changed since the reference study?
Overall, we see a small change in the mean SERP-MS score across the same search queries in
our and reference data: mean SERP-MS worsened from -0.46 (std 0.42) in reference data to -0.42
mean (std 0.3) in our data. However, the distributions are not statistically significantly different
(n.s.d.). There is a similar small change towards the promoting spectrum in up-next (first result in
recommendation list) and top-5 recommendations (following 5 recommendations). We compared
the up-next and top-5 recommendations together (as top-6 recommendations) using last 10 watched
promoting videos in reference watch experiments and last two watched videos in our promoting
phase. We see mean normalized score worsened from -0.07 (std 0.27) in reference data to -0.04 (std
0.31) in our data. These distributions are also not significantly different (U=45781.5, n.s.d.).

More considerable shifts in the data can be observed when looking at individual topics. Table 3
shows a comparison of SERP-MS scores for top-10 search results between our and reference data.
Improvement can be seen within certain queries for the chemtrails conspiracy that show a large
decrease in the number of promoting videos. The reference study reported that this topic receives
significantly more misinformative search results compared to all other topics. In our experiments,
their proportion was lower than in the 9/11 conspiracy. On the other hand, search results for flat
earth conspiracy worsened. Queries such as “flat earth british” resulted in more promoting videos,
likely due to new content on channels with similar names. Within the anti-vaccination topic, there
is an increase in neutral videos (from 12% to 35%) and thus a drop in debunking videos (from 85%
to 61%). This may relate to new content regarding COVID-19.
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Table 3. Comparison of SERP-MS scores for top-10 search results with data from the reference study. The
scores range from ⟨−1, 1⟩, where -1 denotes a debunking and 1 a promoting stance towards the conspiracy.
Only search results from queries that were executed both by the reference study and us are considered.

Topic Hussein Ours Change Inspection

9/11 -0.16 -0.06 No (n.s.d.) Smaller changes that depend on search query.
Chemtrails -0.2 -0.47 No (n.s.d.) Drop in promoting videos (from 45% to 12%) in 2

queries.
Flat earth -0.58 -0.41 No (n.s.d.) 2 queries worsen a lot due to new content. Other

queries improve.
Moon landing -0.6 -0.59 No (n.s.d.) Smaller decrease in number of neutral and in-

crease of debunking videos.
Anti-vaccination -0.8 -0.63 Worse

(U=324,p=1.3e−9)
Drop in number of debunking and increase in num-
ber of neutral videos.

Table 4 shows a comparison of normalized scores for up-next and top-5 recommendations. Only
the moon landing and anti-vaccination topics come from statistically significantly different distri-
butions. Similar to search results, recommendations for the 9/11 and anti-vaccination conspiracy
topics worsened. There were more promoting videos on the 9/11 topic (27% instead of 18%). In the
anti-vaccination topic, we observed a drop in debunking videos (from 29% to 9%) and a subsequent
increase in neutral (from 70% to 78%) and promoting videos (from 1% to 8%). The change within the
anti-vaccination controversy is even more pronounced when looking at up-next recommendations
separately. Within up-next, the proportion of debunking videos drops from 77% to 19%, neutral
videos increase from 22% to 70%, and promoting increase from 1 to 11%. On the other hand, in the
moon landing topic, we see much more debunking video recommendations—40% instead of 23% in
reference data.

These results bring up a need to distinguish between endogenous (changes in algorithms, policy
decisions made by platforms to hide certain content) and exogenous factors (changes in content,
external events, behavior of content creators) as discussed by Metaxa et al. [13]. Our observations
show that search results and recommendations were in part influenced by exogenous changes in
content on YouTube. Within the chemtrails conspiracy, we observed results related to a new song
by Lana del Rey that mentions “Chemtrails” in its name. Search results and recommendations in
the anti-vaccination topic seem to be influenced by COVID-19. Flat earth conspiracy videos were
influenced by an increased amount of activity within a single conspiratorial channel.

5.2 RQ2: What is the effect of watching debunking videos after the promoting phase?
Answering this question requires four comparisons:

(1) comparison of metrics between start of promoting phase (S1) and end of promoting phase
(E1),

(2) comparison of metrics between end of promoting phase (E1) and end of debunking phase
(E2),

(3) comparison of metrics between start of promoting phase (S1) and end of debunking phase
(E2),

(4) comparison of the slope of metrics in the promoting phase and in the debunking phase
towards the end of promoting phase (E1) and end of debunking phase (E2).

ACM Forthcoming, Vol. 0, No. 0, Article 0. Publication date: 2022.



687

688

689

690

691

692

693

694

695

696

697

698

699

700

701

702

703

704

705

706

707

708

709

710

711

712

713

714

715

716

717

718

719

720

721

722

723

724

725

726

727

728

729

730

731

732

733

734

735

Auditing YouTube’s Recommendation Algorithm for Misinformation Filter Bubbles 0:15

Table 4. Comparison of normalized scores for up-next and top-5 recommendations with data from the
reference study. Normalized scores range from ⟨−1, 1⟩, where -1 denotes a debunking and 1 a promoting
stance towards the conspiracy. Last 10 out of 20 watched videos in reference data are considered. Last 2 out
of 40 watched videos in our data are considered.

Topic Hussein Ours Change Inspection

9/11 0.14 0.26 No (n.s.d.) Similar distribution, more promoting
videos.

Chemtrails 0.05 0.03 No (n.s.d.) More neutral results.
Flat earth -0.16 -0.15 No (n.s.d.) Similar distribution.
Moon landing -0.08 -0.32 Better (U=2954.5,p=8e−6) More debunking videos.
Anti-vaccination -0.28 -0 Worse (U=664,p=1.6e−9) Less debunking videos, more neutral

and promoting.

Table 5. Comparison of SERP-MS scores for top-10 search results in promoting and debunking phase of our
experiment. Three points are compared: start of promoting phase (S1), end of promoting phase (E1), end of
debunking phase (E2).

Topic SERP-
MS

Change Inspection

9/11 S1: -0.07
E1: -0.06
E2: -0.11

S1–E1: n.s.d.
E1–E2: n.s.d.
S1–E2: n.s.d.

E2: More debunking videos in one query (30% instead
of 12% at S1 and 11% at E1 in query “9/11”).

ChemtrailsS1: -0.45
E1: -0.47
E2: -0.49

S1–E1: n.s.d.
E1–E2: n.s.d.
S1–E2: better
(U=915,p=0.0097)

E2: The “Chemtrail” search query showed an increase
in number of debunking videos (from 66% at S1 and
69% at E1 to 80%) and a decrease in promoting (from
10% to 0%).

Flat
earth

S1: -0.27
E1: -0.41
E2: -0.45

S1–E1: better
(U=762.5,p=0.0004)
E1–E2: n.s.d.
S1–E2: better
(U=704.5,p=0.0001)

E1: Change goes against expectations. Promoting
videos disappear in 3 search queries and decrease
in another one (from 36% to 30%).
E2: Similar change as in E1 with a further decrease
in promoting videos in one query (from 30% to 22%)
and reordered videos in another.

Moon
landing

S1: -0.57
E1: -0.57
E2: -0.59

S1–E1: n.s.d.
E1–E2: n.s.d.
S1–E2: better
(U=900,p=0.0068)

E2: Reordered search results in “moan hoax” query—
debunking videos moved higher.

Anti-
vacc.

S1: -0.6
E1: -0.63
E2: -0.68

S1–E1: n.s.d.
E1–E2: better
(U=699.5,p=0.0054)
S1–E2: better
(U=641.5,p=0.0001)

E2: Increase in debunking videos across multiple
queries (from 60% at S1 and 61% at E1 to 67%).

We note that for evaluating the comparisons on home page results and comparison (4) on top-10
recommendations as well, automatically generated annotations using the trained ML-model were
used in addition to manually labeled data.

Comparison (1) shows changes in search results, recommendations and home page results after
watching promoting videos (E1) compared to the start of the experiment (S1). If there was a
misinformation bubble created, we would expect the metrics to worsen due to watching promoting
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Table 6. Comparison of changes in average normalized scores for top-10 recommendations in promoting
and debunking phase of our experiment. Three points are compared: start of promoting phase (S1), end of
promoting phase (E1), end of debunking phase (E2).

Topic Score Change Inspection

9/11 S1: 0.1
E1: 0.42
E2: 0.07

S1–E1: worse (U=45.5,p=2.6e−5)
E1–E2: better (U=28,p=2.9e−6)
S1–E2: n.s.d.

E1: Number of promoting videos increased
(from 14% to 43%) and neutral videos decreased
(from 83% to 56%).
E2: The numbers of promoting and neutral
videos returned to levels comparable to start
(13% and 82%).

Chemtrails S1: 0
E1: 0.05
E2: -0.15

S1–E1: n.s.d.
E1–E2: better (U=323, p=0.0006)
S1–E2: better (U=330, p=0.0002)

E2: There is an increase in a number of debunk-
ing videos (from 0% at S1 and 3% at E1 to 19%).
In return, we end up in a state that is better
than at the start.

Flat earth S1: -0.17
E1: -0.06
E2: -0.47

S1–E1: n.s.d.
E1–E2: better (U=375, p=1.8e−6)
S1–E2: better (U=347, p=0.0001)

E2: Similar to the Chemtrails conspiracy, there
is an increase in number of debunking videos
(from 19% at S1 and 16% at E1 to 48%).

Moon
landing

S1: -0.2
E1: -0.4
E2: -0.42

S1–E1: n.s.d.
E1–E2: n.s.d.
S1–E2: n.s.d.

E1: Mean normalized scores changes against ex-
pectation and improves (but not significantly).

Anti-
vacc.

S1: -0.1
E1: 0.04
E2: -0.37

S1–E1: worse (U=74.5,p=0.0008)
E1–E2: better (U=310,p=2.5e−6)
S1–E2: better (U=307.5,p=0.0002)

E1: Increase in number of promoting videos
(from 2% to 13%).
E2: Increase of debunking videos (from 12% at
S1 and 9% at E1 to 37%) and disappearance of
promoting (from 2% at S1 and 13% at E1 to 0%).

videos. Regarding search results, the distribution of SERP-MS scores between S1 and E1 is indeed
significantly different (MW U=34118.5, p-value=0.028). However, the score actually improves—
mean SERP-MS score changed from -0.39 (std 0.28) to -0.42 (std 0.3). Table 5 shows the change
for individual topics. Only the flat earth conspiracy shows significant differences and improved
the SERP-MS score due to a decrease in promoting and an increase of debunking videos. Top-10
recommendations also change their distribution of normalized scores significantly at E1 compared
to S1 (MW U=4085, p-value=0.0397). We observe that the mean normalized score worsens from
-0.07 (std 0.24) to 0.01 (std 0.31). Looking at individual topics in Table 6, we can see that the change is
significant in topics 9/11 and anti-vaccination that gain more promoting videos. On the other hand,
the overall change in home page recommendations across all topics is not statistically significant.
We see statistically significant changes on home page in certain topics—9/11, and anti-vaccination
both get worse. We see an increase in the proportion of promoting videos also in the chemtrails
and flat earth topics as shown in Table 7. Interestingly, home page recommendations in the moon
landing topic see a higher proportion of debunking videos.
Comparison (2) relates the change in search results and recommendations between the end of

promoting phase (E1) and the end of debunking phase (E2). We expect the metrics would improve
due to watching debunking videos, i.e., that we would observe misinformation bubble bursting.
However, SERP-MS scores in search results between E1 and E2 are not from statistically significantly
different distributions, which is consistent with the fact that we did not observe misinformation
bubble creation in search results in the first place. Table 5 shows that only a single topic—anti-
vaccination—significantly changed its distribution and improved its mean score. Nevertheless, we
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Table 7. Comparison of changes in average normalized scores for top-10 home page results in promoting
and debunking phase of our experiment. Three points are compared: start of promoting phase (S1), end of
promoting phase (E1), end of debunking phase (E2).

Topic Score Change Inspection

9/11 S1: 0.02
E1: 0.26
E2: 0.06

S1–E1: worse (U=5.0,p=0.0)
E1–E2: better (U=370.0,p=3e−6)
S1–E2: n.s.d.

E1: Increase in number of promoting videos
(from 2% to 27%), slight increase in number of
debunking (from 0% to 2%).
E2: Decrease in promoting (to 15%) and in-
crease in debunking (to 8%).

Chemtrails S1: 0.04
E1: 0.03
E2: -0.32

S1–E1: n.s.d.
E1–E2: better (U=399, p=0.0)
S1–E2: better (U=400, p=0.0)

E1: Increase in number of promoting videos
(from 5% to 13%), and also in number of de-
bunking (from 1% to 10%).
E2: Decrease in promoting (to 1%) and increase
in debunking (to 33%).

Flat earth S1: 0.0
E1: 0.01
E2: -0.26

S1–E1: n.s.d.
E1–E2: better (U=371, p=3e−6)
S1–E2: better (U=395.5, p=0.0)

E1: Increase in number of promoting videos
(from 2% to 10%), and also in number of de-
bunking (from 2% to 10%).
E2: Decrease in promoting (to 3%) and increase
in debunking (to 28%).

Moon
landing

S1: -0.02
E1: -0.14
E2: -0.3

S1–E1: n.s.d.
E1–E2: better (U=131, p=0.009)
S1–E2: better (U=146.5, p=0.004)

E1: Slight increase in number of promoting
videos (from 0% to 2%), and an increase in num-
ber of debunking (from 2% to 16%).
E2: Same number of promoting (2%) and a fur-
ther increase in debunking (to 32%).

Anti-
vacc.

S1: -0.02
E1: 0.02
E2: -0.11

S1–E1: worse (U=74.5,p=0.0008)
E1–E2: better (U=310,p=2.5e−6)
S1–E2: better (U=307.5,p=0.0002)

E1: Increase in number of promoting videos
(from 1% to 10%), and also in number of de-
bunking (from 4% to 8%).
E2: Decrease in promoting (to 1%) and a small
increase in debunking (to 12%).

see minor improvements in SERP-MS scores also in other topics. Top-10 recommendations show
more considerable differences and their overall distribution is significantly different comparing E1
and E2 (MW U=7179.5, p-value=1.8e−9). Mean normalized score improves from 0.01 (std 0.31) to
-0.27 (std 0.27). Table 6 shows significantly different distributions for all topics except for moon
landing conspiracy. All topics show an improvement in normalized scores. The 9/11 topic shows a
decrease in promoting videos, while other topics show an increase in the number of debunking
videos. Home page results also show an overall significantly different distribution of labels between
E1 and E2 (MW U=7145.0, p-value=0.0). There are statistically significant improvements in all
topics. Each topic shows a decrease in the number of promoting videos and a rise in debunking
videos.

Comparison (3) shows differences between the start (S1) and end of the experiment (E2). We expect
the metrics would improve due to watching debunking videos despite watching promoting videos
before that. The distribution of SERP-MS scores in search results is statistically significantly different
when comparing S1 and E2 (MW U=36515, p-value=0.0002). Overall, we see an improvement in
mean SERP-MS score from -0.39 (std 0.28) to -0.46 (std 0.29). In contrast with comparison (2),
Table 5 shows that all topics except 9/11 significantly changed their distributions. All topics show
an improvement according to our expectations. The improvement is due to increases in debunking
videos, decreases in promoting videos, or reordered search results in some search queries. Similarly,
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Table 8. Difference to expected linear trend (DIFF-TO-LINEAR metric) across top-10 recomendations
("Recomm."), and home page results ("Home") in the promoting phase (phase 1), and debunking phase (phase
2) for topics with statistically significant changes in the normalized score metrics. Positive values indicate that
normalized score worsens faster than linearly and negative values indicate that it improves faster than linearly.
The promoting phase shows smaller differences to the expected linear trend compared to the debunking
phase. On the other hand, normalized score improves much faster than linear trend in the debunking phase
in most cases.

Phase Modality 9/11 Chemtrails Flat earth Moon land. Anti-vacc. Inspection

1 Home -0.082 0.479 Close to linear changes.
Recomm. 2.87 1.046 Worsened faster than

linearly.
2 Home -1.015 -2.315 -4.679 -1.944 0 Fast improvement

Recomm. 0.795 -1.38 -5.62 -4.367 Fast improvement

top-10 recommendations at E2 come from a significantly different distribution than at S1 (MW
U=6940.5, p-value=2.9e−7). Mean normalized score improves from -0.07 (std 0.24) to -0.27 (std
0.27). Table 6 shows a significant difference in distributions for all topics except for 9/11 and moon
landing conspiracies. Mean normalized scores improve compared to S1 in all topics except for 9/11.
Nevertheless, the numbers of promoting and neutral videos in 9/11 topic at E2 are comparable to
S1. Other topics show increases in the numbers of debunking videos. Home page results at E2
also come from a statistically significantly different distribution compared to S1 (MW U=7382.5,
p-value=0.0). All topics except for 9/11 show a statistically significant improvement in the metrics
most commonly due to an increase in the number of debunking videos.

Comparison (4) looks deeper at the change in the metrics throughout the experiment. Our interest
is in evaluating the slope of the misinformation normalized score and we expect it to increase
linearly as the 40 promoting videos are watched and decrease linearly as the 40 debunking videos
are watched. We use the DIFF-TO-LINEAR metric defined in Section 4.1 and evaluate it for top-10
recommendations and home page results within topics that showed statistically significant changes
in the normalized scores. Table 8 shows the results. In most cases, we can see that the change is faster
than linear—in the promoting phase, recommendations in the 9/11 topic, and recommendations and
home page results in the anti-vaccine topic show positive values. This indicates that they worsen
faster than linearly. The change is larger in the debunking phase—almost all topics show faster
improvement (negative values) of top-10 recommendations and home page results. Figure 2 lets us
look at these changes in normalized score deeper. We can observe the change that happens right
after the end of promoting phase—there is a sudden decrease (improvement) in the score. This is
visible for both top-10 recommendations and home page results in most topics. The main exception
is the 9/11 topic that shows more gradual changes compared to other topics both in the promoting
and debunking phase. To look even deeper at how the proportions of promoting, debunking, and
neutral videos change over the experiment, we can refer to Figure 3. Here we can see a sudden
increase in the number of debunking videos especially in recommendations at the start of the
debunking phase. Proportion of promoting videos increases gradually over the promoting phase
and decreases over the debunking phase.
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Fig. 2. Changes in average annotation score in recommendations (on home-page for the top chart and in
recommendations next to videos for bottom chart) over the duration of the experiment. The annotation score
ranges from -1 for all debunking to +1 for all promoting recommendations. The X-axis shows the number of
videos that the bots had watched before the recorded recommendations. Recall that the bots first watched 40
promoting and, next, 40 debunking videos. For some topics, one can observe a sudden drop in the annotation
score after the 40th videos, i.e., when bots started watching debunking videos. As some of the video labels are
generated by a machine learning model, we also show the proportion of manually annotated videos out of all
recommendations using the size of dots.
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Fig. 3. Proportions of labels of videos in home page and top-10 recommendations over the duration of the
experiment.
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6 DISCUSSION AND CONCLUSIONS
In the paper, we presented an audit ofmisinformation present in search results and recommendations
on the video-sharing platform YouTube. To support reproducibility, we publish the collected data
and source codes for the experiment.

We aimed at verifying a hypothesis that there is less misinformation present in both search results
and recommendations after recent changes in YouTube policies [29] (H1.1). The comparison was
done against a study done in mid 2019 by Hussein et al. [9]. We were interested, whether we could
still observe the formation of misinformation bubbles after watching videos promoting conspiracy
theories (H2.0). In contrast to the previous studies, we also examined bubble bursting behavior.
Namely, we aimed to verify whether misinformation bubbles could be burst if we watched videos
debunking conspiracy theories (H2.1). We also hypothesized that watching debunking videos (even
after a previous sequence of promoting videos) would still decrease the amount of misinformation
compared to the initial state with no watch history at the start of the study (H2.2). Finally, we
investigated the slope of changes in misinformation-related scores and hypothesized that they
worsen gradually as misinformation promoting videos are watched, and improve gradually as more
and more misinformation debunking videos are watched (H2.3).
Regarding hypothesis H1.1, we did not find a significantly different amount of misinformation

in search results in comparison to the reference study. A single topic (anti-vaccination) showed
a statistically significant difference. However, it did not agree with the hypothesis as the metric
worsened due to more neutral and less debunking videos. Recommendations showed significant
differences across multiple topics but were not significantly different overall. A single topic (moon
landing) improved normalized scores of recommendation in agreement with the hypothesis. Yet,
the anti-vaccination topic worsened its scores. We suspect the changes in search results and
recommendations were influenced mostly by changes in content. Overall, our results did not show
a significant improvement in the fight against misinformation on the platform, as stated in the
hypothesis.

We did not observe the creation of misinformation filter bubbles in search results (H2.0) despite
watching promoting videos. On the other hand, recommendations behaved according to our
hypothesis, and their overall normalized scores worsened. Since there was no filter bubble creation
effect in search results, we did not observe any bubble bursting effect there. Results did not
show a statistically significant difference between the end of promoting phase and the end of the
debunking phase. Only a single topic (anti-vaccination) showed a statistically significant difference
and an improvement following the hypothesis H2.1. Recommendations showed more considerable
differences that were statistically significant and confirmed the hypothesis. Lastly, we showed
that watching debunking videos decreases the number of misinformation videos both in search
results and recommendations, which confirms our hypothesis H2.2. We observed an improvement
of SERP-MS scores in all topics except for one and an improvement of normalized scores for
recommendations in most topics. TODO Reflect on H2.3 about slope of changes.
Based on our results, we can conclude that users, even with a watch history of promoting

conspiracy theories, do not get enclosed in a misinformation filter bubble when they search on
YouTube. However, we do observe this effect in video recommendations with varying degrees
depending on the topic. However, watching debunking videos helps in practically all cases to decrease
the amount of misinformation that the users see. Additionally, although we expected to see less
misinformation than the previous studies reported, this was in general not the case. Worsening in
the anti-vaccination topic was partially expected due to the COVID-19 pandemic. However, it is
interesting that we also observed a worse situation with the 9/11 topic. In fact, this topic served as
a sort of a gateway to misinformation videos on other topics.
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A limitation of our results lies with the limited amount of topics that we investigated – these did
not include, for example, recent QAnon conspiracy and COVID-19 related conspiracies were present
only through anti-vaccination narratives. However, our topics were explicitly selected to allow
comparison with the reference study. Next, we included only a limited set of agent interactions
with the platform (search and video watching). Real users also like or dislike videos, subscribe to
channels, leave comments or click on the search results or recommendations. A more human-like
bot simulation, with these interactions and possible inclusion of human biases bursting remains
our future work.
Nevertheless, our audit showed that YouTube (similar to other platforms), despite their best

efforts so far, can still promote misinformation seeking behavior to some extent. The results also
motivate the need for independent continuous and automatic audits of YouTube and other social
media platforms [23], since we observed that the amount of misinformation in a topic could change
over time due to endogenous as well as exogenous factors. TODO The partial use of automated
annotation of recommended videos shown in this paper is a step towards this goal.
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