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Abstract
We investigated the creation and bursting dynamics
of misinformation filter bubbles on YouTube using
a black-box sockpuppeting audit technique. In this
study, pre-programmed agents acting as YouTube
users stimulated YouTube’s recommender systems:
they first watched a series of misinformation pro-
moting videos (bubble creation) and then a se-
ries of misinformation debunking videos (bubble
bursting). Meanwhile, agents recorded videos rec-
ommended to them by YouTube. After manually
annotating these recommendations, we were able
to quantify the portion of misinformative videos
among them. The results confirm the creation of
filter bubbles (albeit not in all situations) and show
that these bubbles can be bursted by watching cred-
ible content. Drawing a direct comparison with
a previous study, we do not see improvements in
overall quantities of misinformation recommended.

1 Introduction
In this work, we investigate the misinformation filter bubble
creation and bursting on YouTube. In an auditing study1 we
simulate user behavior on the YouTube platform, record plat-
form responses (e.g., search results, recommendations) and
manually annotate them for the presence of misinformative
content. Then, we quantify the dynamics of misinformation
filter bubble creation and also dynamics of bubble bursting,
which is the novel aspect of the study. Our study adds to
the previous works that used audits to quantify the misinfor-
mative content recommendations and filter bubbles in social
media [Hussein et al., 2020; Papadamou et al., 2020].

The general motivation of our work is to emphasize the
need for independent oversight of personalization behavior
of large platforms. In the past, platforms have been accused
of being contributors to the misinformation spreading due
to their personalization routines. Simultaneously, they have
been reluctant to revise these routines [Zuboff, 2019; Vaid-
hyanathan, 2018]. And when they promise some changes,

1The implementation of the experimental infrastructure
and data collected are available at https://github.com/kinit-sk/
yaudit-recsys-2021

there is a lack of effective public oversight that could quanti-
tatively evaluate their fulfillment. Auditing studies are tools
that may improve such oversight.

While previous works investigated how a user can enter
a filter bubble, no audits have covered if, how or with what
“effort” can the user “burst” (exit or lessen) the bubble. Mul-
tiple studies demonstrated that watching a series of misin-
formative videos would strengthen the further presence of
such content in recommendations [Abul-Fottouh et al., 2020;
Spinelli and Crovella, 2020]. However, no studies investi-
gated what type of user’s watching behavior (e.g., switch-
ing to credible news videos or conspiracy debunking videos)
would be needed to lessen the amount of misinformative con-
tent recommended to the user. Such studies would shed more
light at the inner workings of YouTube’s personalization, but
also help improve the social, educational, or psychological
resilience strategies against misinformation.

The first contribution of this work is the investigation
YouTube’s personalization behavior in a situation when a user
with misinformation promoting watch history (i.e., with a
developed misinformation filter bubble) starts to watch con-
tent debunking the misinformation (in an attempt to burst that
misinformation filter bubble). The key finding is that watch-
ing credible content generally improves the situation, albeit
with varying effects and forms, mainly depending on partic-
ular misinformation topic.

We aligned our methodology with previous works, most
notably with the work of Hussein et al. [Hussein et al., 2020]
who also investigated the creation of misinformation filter
bubbles using user simulation. As part of our study, we repli-
cated parts of Hussein’s study. We re-used maximum of Hus-
sein’s seed data (topics, queries, videos), used similar scenar-
ios and the same data annotation scheme. Therefore, we were
able to directly compare the outcomes of both studies. Due to
recent changes in YouTube policies [YouTube, 2020], we ex-
pected to see less filter bubble creation behavior than Hussein
et al. However, this was generally not the case.

As the second contribution, we report changes in misin-
formation video occurrences on YouTube, which took place
since the study of Hussein et al. [Hussein et al., 2020] (mid
2019). We observe worse situation regarding the topics of
vaccination and (partially) 9/11 conspiracies and some im-
provements (less misinformation) for moon landing or chem-
trails conspiracies.

https://github.com/kinit-sk/yaudit-recsys-2021
https://github.com/kinit-sk/yaudit-recsys-2021


2 Background and related work
Misinformation filter bubbles can be defined as states of intel-
lectual isolation in false beliefs or a manipulated perceptions
of reality. They can be characterized by a high homogeneity
of recommendations/search results that share the same posi-
tive stance towards misinformation. The existing studies con-
firmed the effects of filter bubbles in YouTube recommen-
dations and search results. Spinelli et al. [2020] found that
chains of recommendations lead away from reliable sources
and towards extreme and unscientific viewpoints. Similarly,
Ribeiro et al. [2020] concluded that YouTube’s recommen-
dation contributes to further radicalization of users. Abul-
Fottouh et al. [2020] confirmed a homophily effect in which
anti-vaccine videos were more likely to recommend other
anti-vaccine videos than pro-vaccine ones and vice versa.

An algorithmic audit is a systematic statistical probing of
an online platform, used for quantification of this propor-
tion [Sandvig et al., 2014; Hussein et al., 2020].

Crowdsourcing audit studies are conducted using real user
data. Silva et al. [2020] developed a browser extension to col-
lect personalized ads with real users on Facebook. Hannak
et al. [2013] recruited Mechanical Turk users to run search
queries and collected their personalized results. While crowd-
sourcing audits cover more realistic user conditions, this also
means they are noisy (e.g. user behavior is influenced by con-
firmation bias). Moreover, uncontrolled environment makes
comparisons difficult or unfeasible; it is difficult to keep users
active; audits also raise several privacy issues.

Sockpuppeting audits solve these problems by employing
non-human bots that impersonate the behavior of users in
a predefined controlled way [Sandvig et al., 2014]. They,
however, have their own methodological challenges [Hus-
sein et al., 2020]. First is the selection of appropriate seed
data (e.g., the initial activity of bots, search queries). Sec-
ond, the experimental setup must measure the real influence
of the investigated phenomena. At the same time, it must
minimize confounding factors and noise (e.g., of name, gen-
der or geolocation). Another challenge is how to appropri-
ately label the presence of the audited phenomena (expert-
based/crowdsourced [Hussein et al., 2020; Silva et al., 2020]
or automatic labeling [Papadamou et al., 2020]).

Audits can be further distinguished by the social media
they are applied on (e.g., social networking sites [Silva et
al., 2020; Papadamou et al., 2020; Hussein et al., 2020],
search engines [Metaxa et al., 2019; Le et al., 2019; Robert-
son et al., 2018], e-commerce sites [Juneja and Mitra, 2021]),
by adaptive systems being investigated (e.g., recommenda-
tions [Hussein et al., 2020; Spinelli and Crovella, 2020;
Papadamou et al., 2020], up-next recommendation [Hus-
sein et al., 2020], search results [Papadamou et al., 2020;
Hussein et al., 2020; Le et al., 2019; Metaxa et al., 2019;
Robertson et al., 2018], autocomplete [Robertson et al.,
2018]) and by phenomena being studied (e.g., misinforma-
tion [Hussein et al., 2020; Papadamou et al., 2020], polit-
ical bias [Le et al., 2019; Metaxa et al., 2019], political
ads [Silva et al., 2020]). Recently, audits also focused on cre-
ation of misinformation filter bubbles [Hussein et al., 2020;
Papadamou et al., 2020].

3 Study design and methodology
To investigate the dynamics of bursting out of a misinfor-
mation filter bubble, we conducted an agent-based sockpup-
peting audit study. The study took place on YouTube, but
its methodology and implementation can be generalized to
any adaptive service, where recommendations can be user-
observed.

In the study, we let a series of agents (bots) pose as
YouTube users. The agents performed pre-defined sequences
of video watches and query searches. They also recorded
items they saw: recommended videos and search results. The
pre-defined actions were designed to first invoke the misinfor-
mation filter bubble effect by purposefully watching videos
with (or leaning towards) misinformative content. Then,
agents tried to mitigate the bubble effect by watching videos
with trustworthy (misinformation debunking) content. Be-
tween their actions, the agents were idle for some time to
prevent possible carry-over effects. The degree of how deep
inside a bubble the agent is was observed through the number
and rank of misinformative videos offered to them.

The secondary outcome is the partial replication of a pre-
vious study done by Hussein et al. [Hussein et al., 2020] (de-
noted onwards as the reference study). This replication al-
lowed us to draw direct comparisons between quantities of
misinformative content that agents encountered now (March
2021) and during the reference study done in mid 2019.

3.1 Research Questions, Hypotheses and Metrics
RQ1 (comparison to the reference study): Has YouTube’s
personalization behavior changed with regards to misinfor-
mative videos since the reference study? In particular, we
seek to validate the following hypothesis:

• H1.1: Compared on SERP-MS and normalized score
metrics (see below), we would see better scores (after
constructing a promoting watch history) than in the ref-
erence study in both search and recommendations (given
YouTube’s pledges [YouTube, 2020]).

RQ2 (bubble bursting dynamics): How does the effect of
misinformation filter bubbles change, when debunking videos
are watched? The “means of bubble bursting” would be im-
plicit user feedback – watching misinformation debunking
videos. In particular, we seek to validate the following hy-
potheses:

• H2.0: Watching videos belonging to promoting mis-
information stance leads to their increased presence in
both search results and recommendations (worse SERP-
MS and normalized score metrics).

• H2.1: Watching the sequence of misinformation de-
bunking videos after the sequence of misinformation
promoting videos will improve the metrics in compar-
ison to the end of the promoting sequence.

• H2.2: Watching the sequence of misinformation de-
bunking videos after the sequence of misinformation
promoting videos will improve the metrics in compar-
ison to the start of the experiment.

The metrics we use – SERP-MS and normalized score –
are drawn directly from the reference study. Both metrics



quantify misinformation prevalence in a given list of items
(videos), which are annotated as either promoting (value 1),
debunking (value -1) or neutral (value 0). The output of both
metrics is, similarly, from the ⟨−1, 1⟩ interval. Lists pop-
ulated mostly with debunking content would receive values
close to -1, with promoting close to 1 and with balanced or
mostly neutral, close to 0. In other words, a score closer to -1
means better score.
Normalized score. A metric computed as average of indi-

vidual annotations of items present in the list. It is suited
for unordered, shorter lists (in our case, recommenda-
tions).

SERP-MS (Search result page misinformation score).
A metric capturing amount of misinformation and
its rank. It is suited for longer, ordered lists
(in our case, search results). It is computed as
SERP -MS =

∑n
r=1(xi∗(n−r+1))

n∗(n+1)
2

, where xi is annota-

tion value, r search result rank and n number of search
results in the list [Hussein et al., 2020].

3.2 Experiments scenarios
We let agents interact with YouTube following a scenario
composed of four phases, as depicted in Figure 1.

Phase 0: Agent initialization. At the start of a run, the
agent fetches its desired configuration, including the YouTube
user account and various controlled variables (the variable
values are explained further below). Also, the agent fetches
τ ∈ T , a topic with which it will work (e.g., “9/11”). The
agent fetches Vprom and Vdeb, which are lists of nprom = 40
and ndeb = 40 most popular videos promoting, respectively
debunking, misinformation within topic τ . Afterward, it
fetches Q, a set of nq = 5 search queries related to the par-
ticular τ (e.g., “9/11 conspiracy“). The agent configures and
opens a browser in incognito mode, visits YouTube, logs in
using the given user account, and accepts cookies. Finally,
the agent creates a neutral baseline by visiting the home-
page and saving videos, and performing a search phase. In
the search phase, the agent randomly iterates through search
queries in Q, executes each query on YouTube, and saves
the search results. To prevent any carry-over effect between
search queries, the agent waits for twait = 20 minutes after
each query.

Phase 1 (promoting): Create the filter bubble. For creat-
ing a filter bubble effect, the agent randomly iterates through
Vprom and “watches” each video for twatch = 30 minutes
(or less, if the video is shorter). Immediately after watching a
video, the agent saves video recommendations on that video’s
page and visits the YouTube homepage, saving video recom-
mendations listed there as well. After every fq = 2 videos,
the agent performs another search phase.

Phase 2 (debunking): Burst the filter bubble. The agent
follows the same steps as in phase 2. The only difference is
the use of Vdeb instead of Vprom.

Phase 3: Tear-down. In this phase, the agent clears
YouTube history (using Google’s “my activity“ section),
making the used user account ready for the next run.

For each selected topic, we run the scenario 10 times (in
parallel). This way, we were able to deal with recommenda-

tion noise present at the platform. In order to run our exper-
iments multiple times, we used the reset (delete all history)
button provided by Google instead of creating a new user pro-
file for each run. Before deciding to use the reset button in
our study, we first performed a short verification study to see
whether using this button really deletes the whole history and
resets the personalization on YouTube. We randomly selected
few topics, from which we manually watched few videos (5
for each). Then, we used the reset button and evaluated the
difference between videos appearing on the YouTube home-
page, recommendations, and search. We found no carry-over
effects.

We needed to set up several attributes of agents (e.g.,
YouTube user profiles). For geolocation, we use N. Virginia
to allow for better comparison with the reference study. The
date of birth for all accounts was arbitrarily set to 6.6.1990 to
represent a person roughly 30 years old. The gender was set
as “rather not say” to prevent any personalization based on
gender. The names chosen for the accounts were composed
randomly of the most common surnames and unisex given
names used in the US.

There were also process parameters that we needed to keep
constant. These include 1) nprom = 40 and ndeb = 40 rep-
resenting the number of seed videos used in promoting and
debunking phases; 2) twatch = 30 representing the maxi-
mum watching time in minutes for every video; 3) nq = 5
representing the number of queries used; 4) twait = 20 rep-
resenting the wait time in minutes between query yields and
5) fq = 2 representing the number of videos to watch be-
tween search phases.

Values of the process parameters greatly influence the to-
tal running time and results of the experiment. Yet, deter-
mining them was not straightforward given many unknown
properties of the environment (first and foremost YouTube’s
algorithms). For example, prior to the experiment, it was
unclear how often we need to probe for changes in recom-
mendations and search result personalizations to answer our
research questions.

Therefore, we run a pre-study in which we determined the
best parameter setup. Measuring the Levenshtein distance
between ordered results and overlap of lists of recommended
videos we determined to run 10 individual agents for each
topic, as we observed instability between repeated runs (e.g.,
the same configuration yielded ∼ 70% of the same recom-
mended videos). For the nprom and ndeb parameters, we ob-
served that in some cases, a filter bubble could be detected
after 20 watched videos. Yet in others, it was 30 or more.
Due to this inconsistency, we opted to watch 40 videos for a
phase. To determine the optimal value of twatch, we first cal-
culated the average running time of our seed videos. Most of
the videos (∼ 85%) had a running time of about 30 minutes or
shorter, so 30 minutes became the baseline value. In addition,
we compared the results obtained by watching only 30 min-
utes with results from watching the whole video regardless of
its length, but found no apparent differences.

To determine the number of queries nq and periodicity of
searches fq , we ran the scenario with all seed queries in-
troduced by the reference study and used them after every
seed video. We observed that the difference in search results
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Figure 1: Agent scenario for creating and bursting misinformation filter bubbles

between successive seed videos was not significant. As the
choice of search queries and the frequency of their use greatly
prolonged the overall running time of the agents, we opted to
run the search phase after every second video. In addition, we
opted to use only 5 queries per topic.

The only parameter not set by a pre-study is twait, which
we set to 20 minutes based on previous studies. These found
that the carry-over effect (which we wanted to avoid) is vis-
ible for 11 minutes after the search [Hannak et al., 2013;
Hussein et al., 2020].

3.3 Seed Data
We used 5 topics in our study (same as the reference study):
1) 9/11 conspiracies claiming that authorities either knew
about (or orchestrated) the attack, or that the fall of the twin
towers was a result of a controlled demolition, 2)moon land-
ing conspiracies claiming the landing was staged by NASA
and in reality did not happen, 3) chemtrails conspiracy claim-
ing that the trails behind aircraft are purposefully composed
of dangerous chemicals, 4) flat earth conspiracy claiming that
we are being lied to about the spherical nature of Earth and
5) vaccines conspiracy claiming that vaccines are harmful,
causing various range of diseases, such as autism. The narra-
tives associated with the topics are popular (persistently dis-
cussed), while at the same time, demonstrably false, as deter-
mined by the reference study [Hussein et al., 2020].

For each topic, the experiment required two sets of seed
videos. The promoting set, used to construct a misinforma-
tion filter bubble (its videos have a promoting stance towards
the conspiratorial narrative or present misinformation). And
the debunking set, aimed to burst the bubble (and contains
videos disproving the conspiratorial narratives).

As a basis for our seed data sets we used data already pub-
lished in the reference study, which the authors either used as
seed data, or collected and annotated. To make sure we use
adequate seed data, we re-annotated all of them.

The number of seed videos collected this way was insuffi-
cient for some topics (we required twice as many seed videos
as the reference study). To collect more, we used an extended
version of the seed video identification methodology of the
reference study. Following is the list of approaches we used

(in a descending order of priority): YouTube search, other
search engines (Google search, Bing video search, Yahoo
video search), YouTube channel references, recommenda-
tions, YouTube homepage, and known misinformation web-
sites. To minimize any biases, we used a maximum of 3
videos from the same channel.

As for search queries, we required fewer of them than the
reference study. We selected a subset based on their popu-
larity on YouTube. Some examples of the used queries are:
”9/11 conspiracy”, ”Chemtrails”, ”flat earth proof ”, ”anti
vaccination”, ”moon landing fake”.

3.4 Data collection and annotation
Agents collect videos from three main components on
YouTube: 1) recommendations appearing next to videos
presently watched, 2) home page videos and 3) search re-
sults. In case of recommendations, we collect 20 videos that
YouTube normally displays next to a currently watched video
(in rare cases, less than 20 videos are recommended). For
home page videos and search results, we collect all videos
appearing with the given resolution, but no less than 20. In
case when less than 20 videos appear, the agent scrolled fur-
ther down on the page to load more videos.

For each video encountered, the agent collects metadata:
1) YouTube video ID, 2) position of the video in the list, and
3) presence of a warning/clarification message that appears
with problematic topics such as COVID-19. Other metadata,
such as video title, channel or description, are collected using
the YouTube API.

To annotate the collected videos for the presence of misin-
formation, we used an extended version of the methodology
proposed in the reference study. Each video was viewed and
annotated by the authors of this study using a code ranging
from -1 to 10. The videos are annotated as debunking (code
-1), when their narrative provides arguments against the mis-
information related to the particular topic (such as ”The Side
Effects of Vaccines - How High is the Risk?”), neutral (code
0) when the narrative discusses the related misinformation but
does not present a stance towards it (such as ”Flat Earthers vs
Scientists: Can We Trust Science? — Middle Ground”), and
promoting (code 1), when the narrative promotes the related



misinformation (such as ”MIND BLOWING CONSPIRACY
THEORIES”). The codes 2, 3, and 4 have the same meaning
as codes -1, 0, and 1, but are used in cases when they dis-
cuss misinformation not related to the topic of the run (e.g.,
video dealing with climate crisis misinformation encountered
during a flat earth audit). The code 5 is applied to videos
that do not contain any misinformation views (such as ”Gor-
don’s Guide To Bacon”). This includes completely unrelated
videos (e.g., music or reality show videos), but also videos
that are related to the general audit topic, but not misinfor-
mation (e.g., original news coverage of 9/11 events). In rare
cases of videos that are not in English and do not provide
English subtitles, code 6 is assigned. Also rare are the cases
when the narrative of the video cannot be determined with
enough confidence (code 7). Videos removed from YouTube
(before they are annotated) are coded as 8. Finally, as an
extension of the approach used in the reference study, we use
codes 9 and 10 to denote videos that specifically mention mis-
information but rather than debunk them, they mock them (9
for related misinformation, 10 for unrelated misinformation,
for example ”The Most Deluded Flat Earther in Existence!”).
Mocking videos are a distinct (and often popular) category,
which we wanted to investigate separately (however, for the
purposes of analysis, they are treated as debunking videos).

To determine how many annotators are needed per video,
we first re-annotated the seed videos released by the refer-
ence study. Each was annotated by at least two authors, and
the annotations were compared between each other and with
annotations from the reference study. We achieved Cohen’s
kappa value of 0.815 between us and 0.688 with the reference
study. We identified characteristics of edge cases. Following
the re-annotation and the findings from it, when annotating
our collected videos, we assign only one annotator per col-
lected video with instructions to indicate and comment if an
edge case video is encountered. These were then reviewed by
another annotator.

For the purpose of this study and to evaluate our hypothe-
ses, we annotated the following subset of collected videos:

• All recorded search results.

• Videos recommended for first 2 seed videos at the start
of the run and last 2 seed videos of both phases (result-
ing in 6 sets of annotated videos per topic). This selec-
tion was a compromise between representativeness, cor-
respondence to the reference study, and our capacities.

• We have not annotated the home page videos for the
purpose of this study. These videos were the most nu-
merous, the most heterogeneous, and with little overlap
across bots and seed videos.

3.5 Data ethics assessment
To consider various ethical issues regarding the research of
misinformative content, we carried out a series of data ethics
workshops. We explored questions related to data ethics is-
sues [Tranberg et al., 2020] within our audit and its impact
on stakeholders. Based on the topics that emerged during
the data ethics workshops, we identified different stakeholder
groups. The most affected ones were platform users, annota-
tors, content creators, and other researchers. For every stake-

holder group, we devised different engagement strategies and
specific action steps. Our main task was to devise counter-
measures to the most prominent risks that could emerge for
these stakeholder groups.

First, we were concerned about the risk of unjustified flag-
ging of the content as misinformation and their creators as
conspirators. To minimize this risk, we decided to report
hesitations in the annotation process. These hesitations were
consequently back-checked by other annotators and indepen-
dently validated until the consensus was reached. One of our
main concerns was also not to harm or delude other users of
the platform. To avoid disproportional boost of the misinfor-
mation content by our activity, we select the videos with at
least 1000 views and warn annotators not to watch videos on-
line more than one time, or in case of back-checks, two times.
After each round, we reset user account and delete the watch
history.

Other concerns were connected to the deterioration of well-
being of human annotators. Specifically, that their decision-
making abilities would be negatively affected after a long an-
notation process. We proposed the daily routines for anno-
tation, including the breaks during the process and advised
to monitor any changes in annotators beliefs. Our annotators
also underwent the survey on their tendency to believe in con-
spiracy theories2 and none of them showed such tendency at
the end of the study.

3.6 A note on comparability with the reference
study by Hussein et al.

In order to be able to draw comparisons, we kept the method-
ology of our study as compatible as possible with the previous
study by Hussein et al. [Hussein et al., 2020]. We shared the
general approach of prompting YouTube with implicit feed-
back: both studies used similar scenarios of watching a series
of misinformation promoting videos and recording search re-
sults and recommended videos. We re-used the topics, a sub-
set (for scaling reasons) of search queries, and all available
seed videos (complementing the rest by using a similar ap-
proach as the reference study). Moreover, both studies used
the same coding scheme, metrics, sleep times, and annotated
a similar number of videos.

We should also note differences between the studies, which
mainly source from different original motivations for our
study. For instance, no significant effects of demograph-
ics and geolocation of the agents were found in the refer-
ence study, so we only controlled these. In Hussein’s ex-
periments, all videos were first “watched” and only then all
search queries were fired. In our study, we fired all queries af-
ter watching every 2nd video (with the motivation to get data
from the entire run, not just the start and end moment). The
reference study created genuine 150 accounts on YouTube,
while we used fewer accounts and took advantage of the
browsing history reset option. In some aspects, our study had
a larger scale: we executed 10 runs for each topic instead of
one (to reduce possible noise) and used twice as many seed
videos (to make sure that filter bubbles develop). There were
also technical differences between the setups, as we used our

2https://openpsychometrics.org/tests/GCBS/

https://openpsychometrics.org/tests/GCBS/


own implementation of agents (e.g., different browser, ad-
blocking software).

Given the methodological alignment (and despite the dif-
ferences), we are confident to directly compare some of the
outcomes of both studies, namely quantity of misinformative
content appearing at the end of the promoting phases.

4 Results and findings
Following the study design, we executed the study between
March 2nd and March 31st, 2021. Together, we executed
50 bot runs (10 for each topic). On average, runs for a
single topic took 5 days (bots for a topic ran in parallel).
The bots watched 3951 videos (collected 78763 recommen-
dations associated with them, 8526 of them unique), executed
10075 queries (collected 201404 search results, 942 of them
unique), and visited homepage 3990 times (collected 116479
videos there, 9977 of them unique). Overall, we recorded
17405 unique videos originating from 6342 channels.

Using the selection strategy and annotation scheme de-
scribed in Section 3.4, 5 annotators annotated unique 2914
videos (covering 255844 appearances). In total, 244 videos
were identified as promoting misinformation (related or un-
related to respective topics), 628 as debunking (including
mocking videos), 184 as neutral, 1829 as not about misinfor-
mation. Other videos (unknown, non-English, or removed)
numbered 29.

We report the results according to research questions and
hypotheses defined in Section 3.1. SERP-MS score metrics
are reported for search results and mean normalized scores
for recommendations. Since the metrics are not normally
distributed with some samples of unequal sizes, we make
use of non-parametric statistical tests. Pairwise tests are
performed using two-sided Mann-Whitney U test. In cases
where multiple comparisons by topics are performed, Bon-
ferroni correction is applied on the significance level (in that
case α = 0.05 is divided by number of topics nT = 5, result-
ing in α = 0.01).

4.1 RQ1: Has YouTube’s personalization behavior
changed since the reference study?

Overall, we see a small change in the mean SERP-MS score
across the same search queries in our and reference data:
mean SERP-MS worsened from -0.46 (std 0.42) in reference
data to -0.42 mean (std 0.3) in our data. However, the dis-
tributions are not statistically significantly different (n.s.d.).
There is a similar small change towards the promoting spec-
trum in up-next (first result in recommendation list) and top-5
recommendations (following 5 recommendations). We com-
pared the up-next and top-5 recommendations together (as
top-6 recommendations) using last 10 watched promoting
videos in reference watch experiments and last two watched
videos in our promoting phase. We see mean normalized
score worsened from -0.07 (std 0.27) in reference data to -
0.04 (std 0.31) in our data. These distributions are also not
significantly different (U=45781.5, n.s.d.).

More considerable shifts in the data can be observed when
looking at individual topics. Table 1 shows a comparison
of SERP-MS scores for top-10 search results between our

and reference data. Improvement can be seen within cer-
tain queries for the chemtrails conspiracy that show a large
decrease in the number of promoting videos. The reference
study reported that this topic receives significantly more mis-
informative search results compared to all other topics. In our
experiments, their proportion was lower than in the 9/11 con-
spiracy. On the other hand, search results for flat earth con-
spiracy worsened. Queries such as “flat earth british” resulted
in more promoting videos, likely due to new content on chan-
nels with similar names. Within the anti-vaccination topic,
there is an increase in neutral videos (from 12% to 35%) and
thus a drop in debunking videos (from 85% to 61%). This
may relate to new content regarding COVID-19.

Table 2 shows a comparison of normalized scores for up-
next and top-5 recommendations. Only the moon landing and
anti-vaccination topics come from statistically significantly
different distributions. Similar to search results, recommen-
dations for the 9/11 and anti-vaccination conspiracy topics
worsened. There were more promoting videos on the 9/11
topic (27% instead of 18%). In the anti-vaccination topic,
we observed a drop in debunking videos (from 29% to 9%)
and a subsequent increase in neutral (from 70% to 78%) and
promoting videos (from 1% to 8%). The change within the
anti-vaccination controversy is even more pronounced when
looking at up-next recommendations separately. Within up-
next, the proportion of debunking videos drops from 77% to
19%, neutral videos increase from 22% to 70%, and pro-
moting increase from 1 to 11%. On the other hand, in the
moon landing topic, we see much more debunking video
recommendations—40% instead of 23% in reference data.

These results bring up a need to distinguish between en-
dogenous (changes in algorithms, policy decisions made by
platforms to hide certain content) and exogenous factors
(changes in content, external events, behavior of content cre-
ators) as discussed by Metaxa et al. [Metaxa et al., 2019].
Our observations show that search results and recommenda-
tions were in part influenced by exogenous changes in content
on YouTube. Within the chemtrails conspiracy, we observed
results related to a new song by Lana del Rey that mentions
“Chemtrails” in its name. Search results and recommenda-
tions in the anti-vaccination topic seem to be influenced by
COVID-19. Flat earth conspiracy videos were influenced by
an increased amount of activity within a single conspiratorial
channel.

4.2 RQ2: What is the effect of watching
debunking videos after the promoting phase?

Answering this question requires three comparisons:

1. comparison of metrics between start of promoting phase
(S1) and end of promoting phase (E1),

2. comparison of metrics between end of promoting phase
(E1) and end of debunking phase (E2),

3. comparison of metrics between start of promoting phase
(S1) and end of debunking phase (E2).

Comparison (1) shows changes in search results and rec-
ommendations after watching promoting videos (E1) com-
pared to the start of the experiment (S1). If there was a



Table 1: Comparison of SERP-MS scores for top-10 search results with data from the reference study. The scores range from ⟨−1, 1⟩, where
-1 denotes a debunking and 1 a promoting stance towards the conspiracy. Only search results from queries that were executed both by the
reference study and us are considered.

Topic Hussein Ours Change Inspection

9/11 -0.16 -0.06 No (n.s.d.) Smaller changes that depend on search query.
Chemtrails -0.2 -0.47 No (n.s.d.) Drop in promoting videos (from 45% to 12%) in 2 queries.
Flat earth -0.58 -0.41 No (n.s.d.) 2 queries worsen a lot due to new content. Other queries improve.
Moon landing -0.6 -0.59 No (n.s.d.) Smaller decrease in number of neutral and increase of debunking videos.
Anti-vaccination -0.8 -0.63 Worse

(U=324,p=1.3e−9)
Drop in number of debunking and increase in number of neutral videos.

Table 2: Comparison of normalized scores for up-next and top-5 recommendations with data from the reference study. Normalized scores
range from ⟨−1, 1⟩, where -1 denotes a debunking and 1 a promoting stance towards the conspiracy. Last 10 out of 20 watched videos in
reference data are considered. Last 2 out of 40 watched videos in our data are considered.

Topic Hussein Ours Change Inspection

9/11 0.14 0.26 No (n.s.d.) Similar distribution, more promoting videos.
Chemtrails 0.05 0.03 No (n.s.d.) More neutral results.
Flat earth -0.16 -0.15 No (n.s.d.) Similar distribution.
Moon landing -0.08 -0.32 Better (U=2954.5,p=8e−6) More debunking videos.
Anti-vaccination -0.28 -0 Worse (U=664,p=1.6e−9) Less debunking videos, more neutral and promoting.

Table 3: Comparison of SERP-MS scores for top-10 search results in promoting and debunking phase of our experiment. Three points are
compared: start of promoting phase (S1), end of promoting phase (E1), end of debunking phase (E2).

Topic SERP-
MS

Change Inspection

9/11 S1:
-0.07
E1:
-0.06
E2:
-0.11

S1–E1: n.s.d.
E1–E2: n.s.d.
S1–E2: n.s.d.

E2: More debunking videos in one query (30% instead of 12% at S1 and 11% at
E1 in query “9/11”).

ChemtrailsS1:
-0.45
E1:
-0.47
E2:
-0.49

S1–E1: n.s.d.
E1–E2: n.s.d.
S1–E2: better
(U=915,p=0.0097)

E2: The “Chemtrail” search query showed an increase in number of debunking
videos (from 66% at S1 and 69% at E1 to 80%) and a decrease in promoting
(from 10% to 0%).

Flat
earth

S1:
-0.27
E1:
-0.41
E2:
-0.45

S1–E1: better
(U=762.5,p=0.0004)
E1–E2: n.s.d.
S1–E2: better
(U=704.5,p=0.0001)

E1: Change goes against expectations. Promoting videos disappear in 3 search
queries and decrease in another one (from 36% to 30%).
E2: Similar change as in E1 with a further decrease in promoting videos in one
query (from 30% to 22%) and reordered videos in another.

Moon
landing

S1:
-0.57
E1:
-0.57
E2:
-0.59

S1–E1: n.s.d.
E1–E2: n.s.d.
S1–E2: better
(U=900,p=0.0068)

E2: Reordered search results in “moan hoax” query—debunking videos moved
higher.

Anti-
vacc.

S1: -0.6
E1:
-0.63
E2:
-0.68

S1–E1: n.s.d.
E1–E2: better
(U=699.5,p=0.0054)
S1–E2: better
(U=641.5,p=0.0001)

E2: Increase in debunking videos across multiple queries (from 60% at S1 and
61% at E1 to 67%).



Table 4: Comparison of changes in average normalized scores for top-10 recommendations in promoting and debunking phase of our experi-
ment. Three points are compared: start of promoting phase (S1), end of promoting phase (E1), end of debunking phase (E2).

Topic Score Change Inspection

9/11 S1: 0.1
E1: 0.42
E2: 0.07

S1–E1: worse
(U=45.5,p=2.6e−5)
E1–E2: better
(U=28,p=2.9e−6)
S1–E2: n.s.d.

E1: Number of promoting videos increased (from 14% to 43%) and neutral videos
decreased (from 83% to 56%).
E2: The numbers of promoting and neutral videos returned to levels comparable
to start (13% and 82%).

ChemtrailsS1: 0
E1: 0.05
E2:
-0.15

S1–E1: n.s.d.
E1–E2: better (U=323,
p=0.0006)
S1–E2: better (U=330,
p=0.0002)

E2: There is an increase in a number of debunking videos (from 0% at S1 and 3%
at E1 to 19%). In return, we end up in a state that is better than at the start.

Flat
earth

S1:
-0.17
E1:
-0.06
E2:
-0.47

S1–E1: n.s.d.
E1–E2: better (U=375,
p=1.8e−6)
S1–E2: better (U=347,
p=0.0001)

E2: Similar to the Chemtrails conspiracy, there is an increase in number of de-
bunking videos (from 19% at S1 and 16% at E1 to 48%).

Moon
landing

S1: -0.2
E1: -0.4
E2:
-0.42

S1–E1: n.s.d.
E1–E2: n.s.d.
S1–E2: n.s.d.

E1: Mean normalized scores changes against expectation and improves (but not
significantly).

Anti-
vacc.

S1: -0.1
E1: 0.04
E2:
-0.37

S1–E1: worse
(U=74.5,p=0.0008)
E1–E2: better
(U=310,p=2.5e−6)
S1–E2: better
(U=307.5,p=0.0002)

E1: Increase in number of promoting videos (from 2% to 13%).
E2: Increase of debunking videos (from 12% at S1 and 9% at E1 to 37%) and
disappearance of promoting (from 2% at S1 and 13% at E1 to 0%).

misinformation bubble created, we would expect the met-
rics to worsen due to watching promoting videos. Regarding
search results, the distribution of SERP-MS scores between
S1 and E1 is indeed significantly different (MW U=34118.5,
p-value=0.028). However, the score actually improves—
mean SERP-MS score changed from -0.39 (std 0.28) to -0.42
(std 0.3). Table 3 shows the change for individual topics.
Only the flat earth conspiracy shows significant differences
and improved the SERP-MS score due to a decrease in pro-
moting and an increase of debunking videos. Top-10 rec-
ommendations also change their distribution of normalized
scores significantly at E1 compared to S1 (MW U=4085, p-
value=0.0397). We observe that the mean normalized score
worsens from -0.07 (std 0.24) to 0.01 (std 0.31). Looking at
individual topics in Table 4, we can see that the change is
significant in topics 9/11 and anti-vaccination that gain more
promoting videos.

Comparison (2) relates the change in search results and
recommendations between the end of promoting phase (E1)
and the end of debunking phase (E2). We expect the met-
rics would improve due to watching debunking videos, i.e.,
that we would observe misinformation bubble bursting. How-
ever, SERP-MS scores in search results between E1 and E2
are not from statistically significantly different distributions,
which is consistent with the fact that we did not observe mis-
information bubble creation in search results in the first place.
Table 3 shows that only a single topic—anti-vaccination—
significantly changed its distribution and improved its mean
score. Nevertheless, we see minor improvements in SERP-

MS scores also in other topics. Top-10 recommendations
show more considerable differences and their overall distri-
bution is significantly different comparing E1 and E2 (MW
U=7179.5, p-value=1.8e−9). Mean normalized score im-
proves from 0.01 (std 0.31) to -0.27 (std 0.27). Table 4 shows
significantly different distributions for all topics except for
moon landing conspiracy. All topics show an improvement
in normalized scores. The 9/11 topic shows a decrease in
promoting videos, while other topics show an increase in the
number of debunking videos.

Comparison (3) shows differences between the start (S1)
and end of the experiment (E2). We expect the metrics
would improve due to watching debunking videos despite
watching promoting videos before that. The distribution of
SERP-MS scores in search results is statistically significantly
different when comparing S1 and E2 (MW U=36515, p-
value=0.0002). Overall, we see an improvement in mean
SERP-MS score from -0.39 (std 0.28) to -0.46 (std 0.29).
In contrast with comparison (2), Table 3 shows that all top-
ics except 9/11 significantly changed their distributions. All
topics show an improvement according to our expectations.
The improvement is due to increases in debunking videos,
decreases in promoting videos, or reordered search results in
some search queries. Similarly, top-10 recommendations at
E2 come from a significantly different distribution than at S1
(MW U=6940.5, p-value=2.9e−7). Mean normalized score
improves from -0.07 (std 0.24) to -0.27 (std 0.27). Table 4
shows a significant difference in distributions for all topics
except for 9/11 and moon landing conspiracies. Mean nor-



malized scores improve compared to S1 in all topics except
for 9/11. Nevertheless, the numbers of promoting and neutral
videos in 9/11 topic at E2 are comparable to S1. Other topics
show increases in the numbers of debunking videos.

5 Discussion and Conclusions
In the paper, we presented an audit of misinformation present
in search results and recommendations on the video-sharing
platform YouTube. To support reproducibility, we publish the
collected data and source codes for the experiment.

We aimed at verifying a hypothesis that there is less mis-
information present in both search results and recommen-
dations after recent changes in YouTube policies [YouTube,
2020] (H1.1). The comparison was done against a study done
in mid 2019 by Hussein et al. [Hussein et al., 2020]. We
were interested, whether we could still observe the formation
of misinformation bubbles after watching videos promoting
conspiracy theories (H2.0). In contrast to the previous stud-
ies, we also examined bubble bursting behavior. Namely,
we aimed to verify whether misinformation bubbles could
be burst if we watched videos debunking conspiracy theo-
ries (H2.1). We also hypothesized that watching debunking
videos (even after a previous sequence of promoting videos)
would still decrease the amount of misinformation compared
to the initial state with no watch history at the start of the
study (H2.2).

Regarding hypothesis H1.1, we did not find a signif-
icantly different amount of misinformation in search re-
sults in comparison to the reference study. A single topic
(anti-vaccination) showed a statistically significant differ-
ence. However, it did not agree with the hypothesis as
the metric worsened due to more neutral and less debunk-
ing videos. Recommendations showed significant differences
across multiple topics but were not significantly different
overall. A single topic (moon landing) improved normalized
scores of recommendation in agreement with the hypothesis.
Yet, the anti-vaccination topic worsened its scores. We sus-
pect the changes in search results and recommendations were
influenced mostly by changes in content. Overall, our results
did not show a significant improvement in the fight against
misinformation on the platform, as stated in the hypothesis.

We did not observe the creation of misinformation filter
bubbles in search results (H2.0) despite watching promot-
ing videos. On the other hand, recommendations behaved
according to our hypothesis, and their overall normalized
scores worsened. Since there was no filter bubble creation
effect in search results, we did not observe any bubble burst-
ing effect there. Results did not show a statistically sig-
nificant difference between the end of promoting phase and
the end of the debunking phase. Only a single topic (anti-
vaccination) showed a statistically significant difference and
an improvement following the hypothesis H2.1. Recommen-
dations showed more considerable differences that were sta-
tistically significant and confirmed the hypothesis. Lastly, we
showed that watching debunking videos decreases the num-
ber of misinformation videos both in search results and rec-
ommendations, which confirms our hypothesis H2.2. We ob-
served an improvement of SERP-MS scores in all topics ex-

cept for one and an improvement of normalized scores for
recommendations in most topics.

Based on our results, we can conclude that users, even with
a watch history of promoting conspiracy theories, do not get
enclosed in a misinformation filter bubble when they search
on YouTube. However, we do observe this effect in video rec-
ommendations with varying degrees depending on the topic.
However, watching debunking videos helps in practically all
cases to decrease the amount of misinformation that the users
see. Additionally, although we expected to see less misinfor-
mation than the previous studies reported, this was in general
not the case. Worsening in the anti-vaccination topic was par-
tially expected due to the COVID-19 pandemic. However, it
is interesting that we also observed a worse situation with the
9/11 topic. In fact, this topic served as a sort of a gateway to
misinformation videos on other topics.

A limitation of our results lies with the limited amount of
topics that we investigated – these did not include, for ex-
ample, recent QAnon conspiracy and COVID-19 related con-
spiracies were present only through anti-vaccination narra-
tives. However, our topics were explicitly selected to allow
comparison with the reference study. Next, we included only
a limited set of agent interactions with the platform (search
and video watching). Real users also like or dislike videos,
subscribe to channels, leave comments or click on the search
results or recommendations. A more human-like bot simula-
tion, with these interactions and possible inclusion of human
biases bursting remains our future work.

Nevertheless, our audit showed that YouTube (similar to
other platforms), despite their best efforts so far, can still pro-
mote misinformation seeking behavior to some extent. The
results also motivate the need for independent continuous and
automatic audits of YouTube and other social media plat-
forms [Simko et al., 2021], since we observed that the amount
of misinformation in a topic could change over time due to
endogenous as well as exogenous factors.
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