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Abstract. This paper deals with computer-assisted semantic annota-
tion of text. It particularly focuses on the annotation of complex rela-
tions and linking of entities with highly ambiguous names. These tasks
cannot be reliably accomplished by fully automatic methods today. Our
research explores user interface features that can help the manual an-
notation process. We extend our original experiments published in [5]
by a detailed analysis of advantages brought by the semantic filtering
feature of our 4A annotation system. We also expand our user study on
the annotation of highly ambiguous entities showing speed-ups brought
by a presentation mode for entity candidates employing advanced dis-
ambiguation contexts.
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1 Introduction

Semantic enrichment of text forms an initial step of various text analytics tech-
niques that have been recently applied in brand reputation management, news
recommendation, market research, and many other business domains. Commer-
cial APIs such as IBM AlchemyLanguage1, Cogito API2, or Ontotext S43 au-
tomatize the task of semantic enrichment and enable annotating key entities and
basic relations between them with an acceptable degree of precision. However,
the quality of results achieved using fully automatic approaches varies signif-
icantly across annotation tasks and input data. It can be particularly low for
complex and highly ambiguous cases [12, 19]. The methods behind the most ad-
vanced tools usually employ machine-learning techniques which need training
data. Consequently, they can be successfully applied for simple annotation tasks
where the data is available but they fail for complex ones when there is not

1 http://www.alchemyapi.com
2 http://cogitoapi.com
3 http://s4.ontotext.com



enough data to learn from. Manual annotation is necessary in such cases. The
research presented in this paper can be seen as a quest for an optimal way to
support users in the manual annotation process.

Two approaches to manual annotation can be distinguished. The first one is
represented by BRAT [18] – a general linguistic annotation editor that has been
used to prepare various text annotation datasets. A key characteristics of this
tool is a flat structure of basic annotations and a simple way of their presentation.
For example, only semantic types of particular words or multi-word expressions
are shown in the case of relation annotation in BRAT and it is not easy to solve
ambiguities and to link entities to an external knowledge source. The tool is
suitable for highly specialised tasks such as co-reference resolution or extraction
of relations between biomedical entities which have unique names. On the other
hand, knowledge base linking of ambiguous people names or complex hierarchical
event annotation are not supported.

The second approach to computer-assisted manual annotation employs spe-
cialised semantic editors, plugins for existing tagging tools and web browser an-
notation extensions [3, 6–8]. These systems are less suitable for general linguistic
annotation tasks but they excel in semantic knowledge structuring (e.g., through
a support of the RDF Schema) and name disambiguation. The 4A tool [16, 17]
primarily used in reported experiments also belongs to this category.

The high number of existing annotation systems contrasts with the fact that
there are very few studies comparing particular features of the tools and dis-
cussing their suitability for specific tasks (some of them are briefly reviewed
in Section 2 – Related work). To the best of our knowledge, no existing study
compares design patterns employed in such tools that are relevant for complex
annotation and disambiguation of highly ambiguous entities. This was the main
purpose of the set of experiments conducted by our team and reported originally
in [5].

The study compared three semantic annotation tools – GATE [4], RDFaCE [9],
and 4A on the task of hierarchical annotation of complex relations. The anno-
tation process consisted of selecting parts of a text corresponding to an event of
a specific type, filling its attributes (slots) by entities and values mentioned in
the text, and disambiguating the entities by linking them to a reference resource
(mostly DBPedia/Wikipedia).

This paper extends the original results in two ways. Newly conducted exper-
iments involve more annotators and bring new insights into interaction patterns
observed in complex annotation tasks employing the 4A system. Experiments
exploring benefits of 4A’s semantic filtering functionality involve two consecutive
tasks dealing with artwork authorship mentions and artistic influences expressed
in texts.

Another set of experiments searched for an optimal amount of information
necessary for reliable entity disambiguation. It showed that the commonly used
practice of annotation tools asking users to disambiguate entities based just on a
suggested type and a displayed URL leads to a poor quality of results. Extended
experiments bring new results for the case of highly ambiguous entity names



and demonstrate advantages of condensed entity views presenting task-tailored
disambiguation attributes.

The rest of the paper is organized as follows: After Related work, Section 3
discusses high variability of text annotation tools and various factors that can
influence comparison results. Research questions and experiments run to answer
them are presented in Section 4. The last section summarizes reported results.

2 Related Work

As mentioned above, studies comparing user experiences with tools for semi-
automatic text annotation are rare. The Knowledge Web project benchmarked
6 textual annotation tools considering various criteria including usability (instal-
lation, documentation, aesthetics. . . ), accessibility (user interface features), and
interoperability (platforms and formats) [11]. Most of the parameters are out of
scope of our study but at least some of them are covered in a publically available
feature matrix that we prepared to compare usage characteristics of annotation
tools from the perspective of complex annotation tasks.4

Maynard [10] compares annotation tools from the perspective of a manual
annotator, an annotation consumer, a corpus developer, and a system developer.
Although the study is already 7 years old, most evaluation criteria are still valid.
The study partially influenced our work.

Yee [21] motivates the implementation of CritLink – a tool enabling users
to attach annotations to any location on any public web page – by a table
summarizing shortcomings of existing web tools. As opposed to our approach,
the comparison focuses on basic annotation tasks only and stresses technical
aspects rather than the user experience.

Similarly to other studies, Reeve and Han [14] compare semantic annota-
tion platforms focusing on the performance of background annotation suggestion
components. As modern user interaction tools can freely change the back-ends
and generate suggestions by a range of existing annotation systems, the work is
relevant only from a historical perspective.

3 Factors Influencing Relevance of Tool Comparisons

When planning an experimental evaluation of semantic annotation frameworks,
one has to take into account features significantly differing across the tools as
well as varying aspects of the annotation process that can influence results of
the studies.

Computer-assisted semantic annotation refers to a wide range of tasks. It can
involve just a simple identification of entity mentions of few specific types in a
text, but also full linking of potentially ambiguous entity names to a background
knowledge base, annotation of complex hierarchical relations and their individual
attributes. The domain of the text being annotated (e.g., biomedical v. general)

4 http://knot.fit.vutbr.cz/annotations/comparison.html



and its genre, register, or source (for example, news articles v. tweets) may
also vary across annotation experiments. Consequently, the tasks can require
particular approaches to text pre-processing and can imply different results of
the automatic pre-annotation.

Datasets to be annotated do not necessarily correspond to a representative
subset of relevant texts. They can focus on a chosen phenomenon and mix data
accordingly. This variance can be demonstrated by differing nature of datasets
prepared for previous annotation challenges. For example, the Short Text Track
of the 2014 Entity Recognition and Disambiguation (ERD) Challenge5 stressed
limited contexts that naturally appear in web search queries from past TREC
competitions. On the other hand, the SemEval-2015 Task 106 dealt with annota-
tions relevant for sentiment analysis in microblog (Twitter) messages. The Entity
Discovery and Linking (EDL) track at NIST TAC-KBP20157 then aimed at ex-
tracting named entity mentions, linking them to an existing Knowledge Base
(KB) and clustering mentions for entities that do not have corresponding KB
entries. Obviously, the degree of ambiguity of entities mentioned in annotated
texts as well as proportions of occurrences corresponding to particular meanings
can have a crucial impact on the speed and accuracy of the annotation process.

Experiments reported in this paper involve annotation of general web page
texts (from the CommonCrawl corpus8 – see below). Initial ones take random
sentences based on trigger words (see Section 4.2 for details). Remaining exper-
iments focus on entity linking tasks that are particularly difficult for automatic
tools due to the ambiguity of names. We believe that making people annotate
occurrences for which automatic tools often fail makes the scenario of manual an-
notation tasks more realistic. Sentences to be annotated are particularly selected
to guarantee that there is at least one example of an occurrence corresponding
to each potential meaning covered by the knowledge base. To evaluate a realistic
setting, a part of the dataset is also formed by mentions not covered by the
reference resources used.

Various aspects of annotation interfaces also influence experimental results.
Some annotation tools aim at general applicability for semantic processes. Others
are particularly tailored for paid-crowd annotation scenarios [2] so that they can
be unsuitable for collaborative environments. Also, tools can be tied up with
a particular annotation back-end or they can be only loosely coupled with a
preferred annotator tool that can be easily changed or extended for specific tasks.
Other features of annotation tools, especially those related to user interfaces and
interaction patterns, are briefly discussed in the following section.

Skills, a current state of mind and motivation of users participating in exper-
iments can also influence results. Measured quality and times always need to be
interpreted with respect to these aspects. It can be expected that users with an
experience in using a particular tool will better understand its user interface and

5 http://web-ngram.research.microsoft.com/erd2014/
6 http://alt.qcri.org/semeval2015/task10/
7 http://nlp.cs.rpi.edu/kbp/2015/index.html
8 http://blog.commoncrawl.org



will be able to achieve better results using the tool. Also, expertise in a domain
in question can speed up the annotation process, especially the disambiguation
of specialized entity mentions.

Experimental settings that can award quality over quantity or vice versa
can lead to dramatically different times and amounts of annotation errors. In-
deed, users in our experiments realized a trade-off between the time spent on
each particular case and resulting quality (e.g., users’ certainty that they con-
sidered enough context to correctly disambiguate an entity mention). While our
users asked for preferences in this situation, this finding can be also expected in
paid-for crowdsourcing settings that need to apply sophisticated quality control
mechanisms to prevent annotators’ temptation to cheat [20].

4 Annotation Experiments

4.1 Research Questions

Reported experiments aim at answering the following research questions:

1. How design choices of particular annotation tools impact the quality of re-
sults and the annotation time.

2. What quality the concept of semantic filtering brings to the annotation pro-
cess.

3. To what extent the amount of information shown to disambiguators influ-
ences results.

Initial annotation experiments address the first question. They compare dif-
ferent user interfaces and interaction patterns as exemplified by three specific
annotation systems. Various features that can influence annotation performance
need to be considered. Some tools make no visible distinction between pre-
annotations generated by a back-end automatic system and manual annotations
entered by users. Other tools explicitly distinguish system suggestions from ac-
cepted or newly entered annotations. This can have an impact on the annotation
consistency.

Underlying annotation patterns for events and other complex relations and
their attributes vary across tools too. Advanced tools enable defining sophisti-
cated templates and type constraints that control filling of event slots. Of course,
systems differ in their actual application of the general approach and the way
they implement it generally influences annotation performance aspects.

Various values entered by users often need to correspond to an entry in a
controlled vocabulary or a list of potential items. An example of such a case is a
URL linking an entity mention to a reference knowledge source. Tools support
entering such values through autocomplete functions that can present not only
the value to be entered, but also additional information that helps users to
choose the right value. For example, the 4A client shows not only a URL link,
but also full names and disambiguation contexts. The RDFaCE, on the other
hand, autocompletes just URLs in this context.



The second set of experiments explores the role of semantic filtering. It is
not easy to enter complex annotations, for example, interlinked hierarchical re-
lations. Advanced mechanisms suggesting slot filling can make the process faster
and more consistent. The 4A tool supports hierarchical annotation which high-
lights potential nested annotations if an upper-level type is known. Section 4.4
demonstrates that such an approach leads to significant speed-ups.

The last question mentioned above is covered by the final set of reported
experiments. It is clear that the amount of information shown to the user and its
form can influence speed and accuracy of annotation. If the displayed information
is not sufficient for a decision, the user will have to search additional information.
On the other hand, if a tool lets users read more than necessary, annotation speed
decreases.

Most of the explored systems show just a URL and let the user explore it if
she is not sure that the linked information corresponds to an expected one. This
can speed up the annotation process but it can also make it error-prone. The
4A system enables filtering displayed information and fine-tuning the way it is
shown. Detailed entity attributes can be folded and shown only if the user asks
for them.

Without a system support, users are often unaware of ambiguity of some
names. It causes no harm for frequent appearances of dominant senses. However,
if a user is not an expert in a field where two or more potential links to an
underlying resource can appear, she can easily confirm an incorrectly suggested
link for an ambiguous name. The risk can be mitigated if the tools let users know
about alternatives. The question is how an optimal setting for this function looks
like – whether this should be a default behaviour or the system should notify the
user only if an automatically computed confidence is smaller than a threshold
or the difference between a suggested option and the second one is closer than a
threshold. These aspects are discussed in the experiment too.

4.2 Data Preparation

Texts to be annotated in the experiments reported in the following subsections
were chosen from general web data contained in the CommonCrawl corpus from
December 2014.9 First experiments dealt with general annotation of events. Text
selection did not address any specific objective (in contrast to next experiments)
so that contexts containing mentions of recognized named entities and a trigger
word (verb) corresponding to artistic influences and travels and visits of people
to various places were pre-selected. The data was then manually annotated by
two authors of this paper, annotation disagreements were solved by choosing
correct ones in clear cases and excluding few cases considered unclear.

The second set of experiments combine annotation of events with disambigua-
tion of entity mentions. Consequently, paragraphs with sentences mentioning
ambiguous names linked to the Wikipedia that contain a trigger verb indicating

9 http://blog.commoncrawl.org/2014/12/



a particular type of artistic influence relations were retrieved from the Com-
monCrawl data and validated by the authors. Similarly to the data for the first
experiments, the dataset consists of cases in which the pre-annotation process
had led to a clear consensus between the annotators. Only 20 texts mentioning
several artwork influence relations were used in the study.

Final experiments, looking into an optimal amount of displayed information,
needed data containing ambiguous names with a proportional representation of
two or more alternatives. Inspired by WikiLinks10, we searched the Common-
Crawl data for cases linking a name to two or more distinct Wikipedia URLs.
To filter out potential interdependencies among various options and to enable
focusing on key attributes in the first part of experiments, a majority of the pre-
pared dataset consists of pairs of texts mentioning a name shared by two distinct
entities. For example, the following sentences are included in the resulting data:

1. Charles Thomson was a Patriot leader in Philadelphia during the Ameri-
can Revolution and the secretary of the Continental Congress (1774–1789)
throughout its existence.

2. Charles Thomson’s best known work is a satire of Sir Nicholas Serota, Di-
rector of the Tate gallery, and Tracey Emin, with whom he was friends in
the 1980s.

Extended experiments focused on highly ambiguous names that could refer to
tens of entities.

4.3 Comparing Tools

The aim of initial experiments was to compare advanced annotation editors in
terms of their interaction patterns and user-interface features that can influ-
ence user experience and annotation performance. We were interested whether
annotation results obtained by using particular tools will differ in the quality
measured by their completeness and accuracy of types of entities filling slots
of complex relations and their links to underlying resources (mostly DBPe-
dia/Wikipedia). In addition, times to finish each experiment were measured for
each user and then averaged per attribute annotated.

Employed tools represent different approaches to complex annotation tasks
(see Figure 1 for examples of event annotation views). The 4A system11 pays
a special attention to hierarchical annotations and potentially overlapping tex-
tual fragments. Users benefit from advanced annotation suggestions and an easy
mechanism for entering correct attribute values by simply accepting or rejecting
provided suggestions.

The RDFaCE editor12 is similar to 4A in the way it annotates textual frag-
ments and the fact it can be also deployed as a plugin for JavaScript WYSIWYG

10 https://code.google.com/p/wiki-links/
11 http://knot.fit.vutbr.cz/annotations/
12 http://rdface.aksw.org/



Fig. 1. Event annotation screens in a) GATE, b) RDFaCE, and c) 4A

editor TinyMCE. It can pre-annotate texts too. On the other hand, there is no
visual distinction between a suggestion and a user annotation in RDFaCE. There
is also no easy way to annotate two overlapping parts of a text with two sep-
arate events. Thus, testers were allowed to simplify their job and select whole
sentences or even paragraphs as fragments corresponding to events.

Various existing GATE extensions and plugins were considered for the an-
notation experiment. Unfortunately, GATE Teamware13 – a web-based collab-
orative text annotation framework which would be an obvious choice – does
not currently provide good support for relation and co-reference annotation [1].
Similarly, simple question-based user interfaces generated by the GATE Crowd-
sourcing plugin14 [2] would not be efficient for the complex hierarchical anno-
tation tasks tested. Thus, our annotators used the standard GATE Developer15

desktop interface, able to cope with the task at hand. Pre-annotations by back-
end annotators were set the same way as in the other two tools. Users were
instructed to perform an easier task of selecting event attributes and linking
them to a reference resource first and then just selecting a text including all
identified arguments and tagging it as an event.

As discussed in Section 3, it is very difficult to objectively compare semantic
annotation tools from the user perspective. To minimize the danger of unfair
comparison, six users that participated in the experiments had been selected
to have no previous experience with neither the tools explored, nor the tasks
that they used the tools for. They were 4 men and 2 women, PhD candidates or
MSc. in computer science, aged 26–34. Every user spent about 20 minutes prior
to the measured session familiarizing her-/himself with the tool to test while
working on a specific part of the data, not included in the real testing set, yet
containing all cases that would appear later during real testing (e.g., multiple
values for attributes, two distinct events expressed in one sentence, suggestions
that do not correspond to a correct sense, etc.) To make the comparison as fair

13 https://gate.ac.uk/teamware
14 https://gate.ac.uk/wiki/crowdsourcing.html
15 https://gate.ac.uk/family/developer.html



as possible, the order in which users tested the tools was different for each user
too.

Each user had about 40 minutes for annotation in each tool in the experiment.
Three characteristics were collected. As summarized in Table 1, they included
the amount of incorrect values entered, the number of misses – entities that
were mentioned in the text but not associated with the event being annotated –
and the average annotation time per event. Incorrect attributes involve all kinds
of errors – incorrect selection of a textual fragment, blank or incorrect types,
co-references or URLs linking entity mentions to a wrong entry in reference
resources.

Table 1. Results of experiments comparing annotation tools

tool incorrect missing time per
values values event

GATE 9.4 % 8.3 % 135 s
RDFaCE 8.7 % 8.8 % 193 s
4A 6.2 % 5.6 % 116 s

The overall high error rate (column “incorrect values”) can be explained
by rather strict comparison with the gold standard. For example, users were
supposed to compute and enter the interval of years for an event mentioning
a woman in her 50s who travelled around . . . Some of them entered values
corresponding to 1950s.

Results reflect the fact that the way GATE presents annotations of event
attributes often leads to inconsistent results. RDFaCE was only slightly better
in this respect.

A part of the problem of event slots left empty although the annotated text
contains information necessary for their filling (column “missing values”) relates
to pronominal references that were supposed to be linked to the referred entity.
However, the difference between results of GATE and RDFaCE on one side
and 4A on the other one shows that it is useful to visually distinguish system
suggestions from user validated data and that 4A’s way of confirming suggestions
leads to more consistent data.

Finally, the average time needed to annotate an event was higher when our
testers used RDFaCE than with the other two tools. This can be explained by
a rather austere user interface of the tool with a limited way to easily correct
previous mistakes.

4.4 Effects of Semantic Filtering

Previous results showed that even though an automatic annotation process can-
not identify complex relations, it is beneficial to pre-annotate entities and basic



relations and let users focus on high-level annotation tasks joining the prepared
components and validating their linking to a knowledge base at the same time [5].
However, it has not been fully clear to what extent an indication of preferred
types of attributes contributes to consistency of relation annotation and whether
it improves annotator’s comfort.

A set of 20 excerpts from documents on visual artworks (paintings, sculp-
tures) and artistic influences were prepared for these experiments. Each of the
texts mentioned several artworks, their authors and circumstances of their cre-
ation (dates, places, portrayed persons, etc.). There were also references to other
artworks that inspired or influenced artists. The following paragraph shows a
part of such a text:

Le déjeuner sur l’herbe is a large oil on canvas painting by Édouard
Manet created in 1862 and 1863. Manet’s composition reveals his study
of the old masters, as the disposition of the main figures is derived from
Marcantonio Raimondi’s engraving of the Judgement of Paris (c. 1515).

A group of 14 users identified mentions of artwork attributes in the texts
first (mainly authors and creation dates). Then, they annotated influence rela-
tions between the artworks. Figure 2 demonstrates results of the process. Two
configurations of the system were prepared. One highlighted potential semantic
template values corresponding to the type of attribute being filled; the other one
switched the semantic filtering function off. To exclude influences of the order
of annotation, texts were presented to users in random order. Yet, the selec-
tion procedure guaranteed that each text will be annotated by 7 users with the
semantic filtering function switched off and 7 with the function switched on.

Table 2 compares annotation results obtained with the two settings. The
4A’s semantic filtering switched on led to a higher quality of results. Relative
decreases of the two types of errors exceed 25 %. The annotation was also faster
by 15 %. Questionnaires that the annotators had filled immediately after the
experiment also revealed that 11 out of 14 users had seen the semantic filtering
as a feature significantly improving their experience, the other 3 agreed that it
had helped them “moderately”.

Table 2. Contribution of semantic filtering

semantic incorrect missing time per
filtering values values relation

switched off 6.9 % 5.7 % 41.4 s
switched on 5.1 % 4.2 % 35.1 s



Fig. 2. Artwork attributes and influence relations

4.5 Optimizing Displayed Information

The last set of reported experiments explored the impact of varying amount of
information presented to the user in an initial annotation view and the way users
get additional information. It also asked whether users benefit from knowledge of
potential alternative annotations and confidence levels of provided suggestions.

The experiments focused on complex entity disambiguation tasks. As men-
tioned above, the data extracted from the CommonCrawl corpus was searched for
links that correspond to ambiguous names of people and places in the Wikipedia.
A collection of 186 excerpts used in the tests was manually verified by one of
the authors. The way it had been prepared guaranteed that a random guess
would lead to a 50 % error (or more, in the case of entities with more than
2 alternatives).

We primarily compared three settings of disambiguation views, differing by
entity attributes shown, and looked at their impact on speed and accuracy of
the disambiguation. Users were instructed to annotate just an entity in question
(highlighted in each excerpt) and choose always one of provided suggestions.
Users did not skip any disambiguation task so that we could compare just the
speed and accuracy of results.

The first setting showed users an extensive list of attributes and values for
suggestions with highest confidence values. Displayed attributes involved entity
type, full name, description (corresponding to the first paragraph from Wikipedia
or Freebase), visual representation (the first image from Wikipedia, if available),



and URL. If necessary, users could follow the URL link, consult the relevant
Wikipedia page and come to a decision based on the full information contained
there.

The second setting corresponded to the limited view some tools offer for the
disambiguation task. It displayed only entity types and URLs and users were
supposed to either decide based on the URL alone, or open the Wikipedia page
if they felt it is necessary for the disambiguation. Note that Wikipedia URLs
can help disambiguation with words in parentheses used for articles discussing
entities with the same name as a primary (more famous) entity covered by the
Wikipedia.

The third setting took advantage of a special disambiguation attribute that
is dynamically computed from descriptions of available alternatives. It combines
disambiguation words from the Wikipedia URL and a selected part of the entity
description. It is generated by a function which can be easily adapted to data
sources differing from Wikipedia or Freebase. The disambiguation attribute was
shown together with a suggested entity type and a URL so that users could
again click to get more information.

While the sequence of testing cases (40 for each setting) was fixed, each of
6 testers had a different order of the 3 settings (similarly to the ordering of
tools in the first set of experiments). Each user had 30 minutes for each setting.
Table 3 compares times and error rates and shows how many times users clicked
on the URL link to read further information.

Table 3. Results of experiments comparing three settings of the disambiguation view

setting average error URL
time rate clicked

detailed information 33.92 s 6.2 % 1.3 %
only type and URL 37.26 s 27.9 % 41.7 %
disambiguation attr. 32.98 s 2.1 % 1.5 %

Though there were differences among individual testers, the overall figure (the
best and the worst performing setting in terms of the average time and the error
rate) remained the same for all testers. The number of cases in which individual
users consulted Wikipedia pages was always the highest for the second setting
but users differed in the level they believed that seeing just a URL is enough to
decide (which then resulted in an increased number of errors).

The relatively high number of errors is also due to the complexity of the
disambiguation task. This was one of the feedback answers provided by users
after all 3 sessions in a questionnaire form. Although users tried to make as
few mistakes as possible, 20+ minute sessions were felt demanding and users
(not knowing how many errors they had made yet) pointed out that they could
be faster if the focus would be on the speed rather than on the quality. Being
confronted with the number of errors in their results, they realized the trade-



off between the time and the quality and proposed context-sensitive features
that would help them in particular disambiguation cases (images in the case of
ambiguity between a ship name and a person, dates of deaths in the case of two
persons living in different centuries, etc.).

The fact that users did not originally realize the complexity of the disam-
biguation task also probably explains the surprisingly high error in the case of
presenting full information immediately (the first setting). Too much information
that does not highlight key differences between alternatives seems to lead to a
less focused work. Our future research will explore whether this can be changed
when users are more experienced. On the other hand, the average time per de-
cision and the connected low number of cases users had to consult Wikipedia
pages correspond to the fact that users often skimmed full texts and images and
felt they have enough information for their decisions.

The setting showing just the type and the URL proved to be the most diverse
among users. Some of them opened more than 2/3 of all links and read the
information on the Wikipedia page, others decided much faster but also made
more errors. Although the latter could be prohibited by a penalization of errors,
the second setting is clearly the worst for the task at hand. The tools that offer
only this information in the disambiguation context could improve significantly
by considering more informative views.

A clear winner of this part is the setting with the disambiguation attribute
and the option to click on the provided URL to find details. Users made less mis-
takes than in other settings and the average time was the lowest. They needed to
consult Wikipedia rarely. Five out of six users also indicated in the questionnaire
that this setting was the most comfortable one in their eyes.

As opposed to the simplified situation prepared for the above-mentioned
tested settings, the data for the next reported experiment corresponds to more
realistic conditions when a name can belong to an entity that is not covered
by a background knowledge base so that neither of the provided suggestions is
correct. The focus on highly ambiguous names that have many alternative mean-
ings in Wikipedia also prevents the simple selection strategy applicable in the
previous settings. Users could not benefit from excluding the wrong alternative
and thoughtlessly confirming the other one.

An experiment reported in [5] compared two settings of the disambiguation
interface – one directly listing known entities sharing a name appearing in the
text and the other one showing only the most probable candidate entity and
letting users expand more alternatives by a click. The former showed to bring
higher accuracy. That is why extended experiments covered by this paper present
all alternatives to users and study how annotators perform in this case.

The number of entities sharing a given name was high (between 10 and 30) in
selected texts. This corresponds to the situation when an automatic disambigua-
tion engine has only limited information to decide so that confidence values for
alternatives are small. The position of the correct choice varied in the data – 16
out of 20 texts included it in the list (on different positions) while in 4 remain-



ing cases (20 %), none of the alternatives corresponded to the entity actually
mentioned in the text.

Two presentation forms of the list of alternatives were compared. The brief
one listed only disambiguation contexts and enabled expanding a full list of entity
attributes from the knowledge base (including description, visual representation,
etc.) by a click. Figure 3 shows such a case. The expanded form listed all entity
attributes directly – users had to browse through longer listings but they could
easily match keywords from the text to the full entity descriptions instead.

Fig. 3. An example of a full expansion of entity attributes for an alternative annotation

Each of the 20 disambiguation tasks was solved by 7 annotators using the
brief view of alternatives and other 7 dealing with the expanded one. Tasks for
each user were grouped by the presentation form. One half of the users started
with the expanded form; the other half with the brief one.

To cope with varying numbers of alternatives as well as changing positions
of the correct ones, measured total times were always divided by the rank of the
correct choice. This corresponds to the most frequently observed scenario (in
86 % of the cases) in which users decided immediately when they had read an



entity description matching the annotated text. Total numbers of alternatives
were considered for the 4 cases of entities not covered by the knowledge base.

Results of the experiment are summarized in Table 4. The brief view enabled
users to faster scan alternatives and to select the one of their choice. This was
also confirmed by post-experiment questionnaires. All but one users preferred
the brief view. The relatively high error rate corresponds to the complexity of the
disambiguation task. As also suggested by questionnaire answers, the accuracy
would probably increase if users do not stop at the alternative that seems to fit
enough and consider all others in the list. However, this could slow down the
disambiguation task more than two times according to the collected data. The
potential decrease of performance seems to be too high to be acceptable.

Table 4. Disambiguation with brief and expanded views on alternative entity candi-
dates

setting time per error clicked to
alternative rate expand/collapse

brief 11.2 s 12.1 % 1.1 %
expanded 15.1 s 11.4 % 5.3 %

The last column of Table 4 characterizes interaction patterns observed when
users worked with the list of alternatives. Only 1.1 % candidate entity records in
the brief mode were clicked to show the full description and other attributes. The
brief disambiguation attribute has been mostly seen as comprehensive. On the
other hand, users dealing with the expanded view clicked the collapse button in
5.3 % of cases. The analysis of questionnaire answers then showed that this was
mainly used to mark irrelevant choices. Our future research will look at these
interaction patterns more closely.

5 Conclusions and Future Directions

Results of all three sets of experiments presented in this paper confirm a general
finding – appropriate tool support for computer-assisted semantic annotation
of text can bring significant advantages to the whole process – make it more
consistent, faster and less demanding for users. If one considers a potential eco-
nomic value of the manual preparation of annotation data (for example, to train
advanced machine learning models for a particular complex task), it becomes
critical to apply a tool with an optimal set of features for the particular anno-
tation problem.

The empirical study focused on interaction components of semantic anno-
tation systems suitable for complex relation annotation with highly ambiguous
entities. Flexibility of the 4A system allowed us to switch on/off particular user
interface components. It enabled evaluating relative contributions of specific fea-
tures and showing those that bring clear benefits.



The 4A’s semantic filter highlighting entities of expected types showed to be
highly appreciated by users. It also led to a higher precision and slightly faster
selection of attribute values. The experiments combining knowledge-based rela-
tion extraction (annotation of artwork authorship and creation dates followed by
determining of artistic influences among the artworks mentioned in the text) also
proved that clear distinction between system-generated annotation suggestions
and user-confirmed annotations helps keep the result clear and prepare better
training data for machine learning approaches.

Experiments comparing various settings of 4A’s entity disambiguation in-
terface proved that it is beneficial to pay a special attention to the amount of
information presented to users in the case of entity name ambiguity and the way
alternatives are presented. A brief context-dependent disambiguation text sup-
plemented by the link to a Wikipedia page or another resource providing more
details helped users to make fast and accurate decisions on the entity links.

Our future work will extend the reported results towards other kinds of
complex annotation tasks including data preparation for aspect-oriented sen-
timent analysis and annotation of textual contexts suggesting emotional states
of authors. We will also support newly available entity recognition tools and
frameworks, such as WAT [13] or Gerbil [15], that will be employed as back-end
pre-annotation components.
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