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Abstract—The problem of dependability assessment can be
solved analytically just under predefined conditions. If they
do not hold, alternative approaches must apply. Widely, they
rely on the Monte Carlo simulation, suffering by the high
computational complexity. Some rest on further instruments
such as probabilistic timed automata that have been shown
to be efficient to solve problems in various areas. However,
more general as well as precise and faster instruments such as
stochastic timed automata (STA) and statistical model checking
(SMC) are available for the same purpose the moment. In the
paper, basic terms and principles behind the construction of
reliability models and dependability assessment on the STA/SMC
basis are summarized, followed by a demonstration of their
practical applicability in the area of non-repairable systems. Our
main goal is to show that, instruments of STA/SMC can facilitate
the dependability assessment process even in adverse conditions
such as presence of multiple faults of various parameters.

Index Terms—fault tolerant system; dependability; assessment;
reliability model; simulation; fault; failure; rate; fault tolerant;
stochastic timed automaton; statistical model checking; triple
modular redundancy; UPPAAL SMC

I. INTRODUCTION

The ability of a system to provide a required service and

to perform it for a specified period of time within specified

tolerances and other conditions is denoted as dependability.

It can be meant in a qualitative or a quantitative manner [1].

Qualitatively, it can be seen as “the ability to deliver a service

that can be justifiably trusted” [1] or, as a property such that

“reliance can be justifiably placed on the services delivered by

the system” [2]. Since dependability is a complex feature com-

posed of many attributes, the (overall) dependability cannot

be simply quantified by a single value. Instead, the attributes

are quantified to form a complex image about dependability.

As the time of occurrence of a fault, error or failure cannot

be specified certainly, the attributes are typically described by

means of the probability theory based on which attributes such

as reliability, maintainability or availability can be quantified.

For the quantification purposes, let XTTF be a continuous

random variable representing the time to failure (TTF) and

f(t) be its probability density function (PDF), representing

the probability that a system fails in t. Next, let F (t) be

the probability that a failure occurs before or at t. Formally,

F (t) is the cumulative distribution function (CDF) of the

XTTF defined by F (t) =
∫ t

−∞ f(x) dx. Next, let R(t) be

the reliability function (or, simply reliability) defined as the

probability that a failure occurs after t; formally, R(t)
def
=

1−F (t) =
∫∞
t

f(x) dx. Since R(t) represents the probability

of surviving by t, it is called a survival function too.

Based on the above mentioned definitions, further functions

can be constructed and further attributes can be quantified

based on various measures [3]. Out of those, let us limit

our illustration herein just to h(t) and MTTF (Mean Time To
Failure), details to which follow. h(t) is the hazard (rate)

function that represents the probability that a failure occurs

in [t, t + dt] given that no failure has occurred prior to t.

Formally, h(t)
def
= dF (t)

dt × 1
R(t) = f(t)

R(t) . For a non-repairable
system, MTTF is the measure utilized to quantify the mean

time to the first (and only) failure in the system; formally,

MTTF =
∫∞
0

t× f(t) dt =
∫∞
0

R(t) dt.

To facilitate the quantification process, so-called reliability
models [2] are widely utilized. Without any loss of generality,

we have decided to limit this paper just to representatives

of reliability models and dependability assessment techniques

w.r.t. non-repairable systems (e.g., Fig. 1 or [4]). This paper

is organized as follows. Sect. II introduces the (dependability

assessment) problem, Sect. III presents key aspect of our ap-

proach based on the instruments, completed by demonstrative

case studies and results. Sect. IV concludes the paper.
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b) Triple Modular Redundancy (TMR)
w.o. resp. with Single Point of Failure (SPF)

on the left (TMRNSF ) resp. right (TMR1SF )
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c) Triplex to simplex degradation (TTS) subject to permanent resp. transient
faults on the left (TTSP ) resp. right (TTST ) of the figure
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Fig. 1. (Semi-)Markov models of selected fault tolerant (FT) systems: simplex
w.o. FT (a), FT based on the static redundancy (b). λ resp. γ are the permanent
resp. transient failure rates, F (t) is CDF used to model the isolation of a
permanently faulty module, Fr(t) resp. Fz(t) model isolation of a module
due a transient fault resp. disappearance of a transient fault, C is the ratio of
SPF faults
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II. TOWARDS THE ASSESSMENT PROBLEM

For special cases of XTTF , expressed using the well-known

types of probability distribution (exponential, normal, Weibull,
gamma, lognormal etc.), the quantification can be done on

the analytical basis [2]. Particularly, for the exponentially

distributed XTTF , parameterized by λ, it holds f(t) = λe−λt,

F (t) = 1− e−λt, R(t) = e−λt, h(t) = λ, MTTF = 1
λ .

However, for an arbitrary XTTF , such an analytical solution

may not exist, so an alternative one must apply. Those alterna-

tives are typically based on the Monte Carlo simulation [5] the

long running time of which needs to be softened somehow –

e.g. by speeding up the simulation [6]. Works such as [7] show

that the analysis based on the stochastic models and techniques

is more efficient than the Monte Carlo simulation at the same

execution complexity in the number of runs; however, that

approach is limited just to non-repairable systems.

It should be emphasized that the long simulation time

is not the only problem w.r.t. alternative approaches. For

example, to model the hazard rate of the bathtub shape is a

problem in itself, being typically approximated analytically by

adjusting parameters of the Weibull distribution [8]. Moreover,

the analysis is complicated by facts such as dependencies

among faults, dynamic behavior of faults, state-dependent

behavior, faults being introduced before the recovery process

is completed or complexity of the recovery mechanisms. To

cope problems like that, techniques such as dynamic fault-

tree models are available [9]. But, methods able to analyze

dynamic fault-trees lead to similar disadvantages mentioned

above, i.e. they require complex analytical procedures and/or

long simulation time for the accurate analysis [10].

To cope with the problems, many works based on the

PRISM [11] tool exist. Those works are based on Markov

chains and reward models with stochastic behaviors; properties

of a system can be checked by the PRISM’s model checking
(MC) engine. Although PRISM itself is able to cover a

wide range of quantitative properties for various probabilistic,

discrete time models including (Priced) Probabilistic Timed
Automata, it does not support the analysis of reward-based

metrics like throughput and buffer occupancy. Furthermore, it

lacks features such as the concept of urgency (utilized e.g.

in UPPAAL [12], [13]) to ease controlling resolution of non-

determinism. Actually, further instruments such as Stochastic
Timed Automata (STAs) exist that do not suffer by the above-

mentioned lacks. Moreover, [14] shows that the approach

utilized in [13] is not only more general, but also much

TABLE I
ILLUSTRATION TO FAULTS AND THEIR ATTRIBUTES

Fault Attributes

Id
Type

P: permanent
T: transient

Random Variable Details
XTTF

(Arrival times)
XTTD

(Departure times)
0 T Uni(0, 100) Uni(0, 200)
1 P Uni(0, 500) –

2 T Exp( 1
80

) Uni(0, 10)

3 T Exp( 1
4

) Exp(1)

4 P Exp( 1
5000

) –

faster comparing to PRISM. Alike, it has been shown w.r.t.

MATLAB [15]. The advantages of the UPPAAL’s instruments

– especially, its ability to model continuous-time systems in a

fully stochastic way and to analyze their parameters efficiently

– has motivated us to rely our approach on them. Moreover,

their applicability has not been explored enough w.r.t. the

dependability assessment.

It can be summarized that widely utilized reliability models

are able to cover a wide range of practical needs. However,

there are scenarios that make the dependability assessment

process more difficult. Those scenarios include e.g. assessment

i) for an arbitrary XTTF , ii) across the entire bathtub curve,

iii) under dependent faults, iv) under various fault scenarios

such as multiplicity of faults, combination of permanent, tran-

sient and/or intermittent faults, faults with dynamically varying

parameters, v) for dynamic, evolvable/reconfigurable systems

capable to add, remove their components and/or change their

parameters at run-time, vi) in the context of further features

such as liveness, safety, security and/or timing, power and

other constraints.

The difficulties give us a motivation for our research.

Actually, we concentrate our efforts to the assessment under

selected fault scenarios, principles and results of which we

present in this paper. Although our approach can be easily

extended to cope with remaining difficulties as well, we have

decided to publish the related facts separately.

III. OUR APPROACH

To demonstrate practical applicability of our ideas, we have

utilized the publicly available UPPAAL SMC tool [13]. It is

a toolbox designed for the modeling and analysis of real-time
systems using (a network of) STAs It allows one to create a

model of a discrete, continuous or hybrid (discrete/continuous)

system and to check properties of (a deterministic or stochastic

model of) the system in the given stochastic environment

or conditions such as faults due to radiation. A property,

such as MTTF, may be checked by the so-called statistical
model checking (SMC) technique available within the toolbox.

For the purpose, a property is expressed in the form of so-

called query, which may be of various types (e.g., probability
estimation, hypothesis testing, probability comparison).

In our previous work [16], we have utilized the STA/SMC

means to construct and analyze a stochastic model allowing us

to specify the behavior and dynamics of faults that may affect

a system during the simulation time. Also, we have dealt with

the modeling of faults characterized by the hazard function

of the bathtub shape. In this paper, we focus to principles

of creating reliability models and dependability assessment

on the STA/SMC basis. To be beneficial for its readers, the

consecutive text tends to give an illustrative overview of

key (representative) ideas and instruments rather than to be

exhaustive. Basic skeleton of our method can be summarized

as follows:

• Based on the type and parameters of expected faults,

utilize the STA means to create the models of i) fault
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generators/sources and ii) staying of faults in a system,

fault behavior models in short.

• Using the STA means, create the reliability model of

a system being examined. Let the reliability model be

driven by the fault behavior models resulting from the

the previous step.

• Construct and utilize appropriate SMC queries to check

all desired properties (such as the probability of a failure)

w.r.t. system being modeled.

• Process (i.e. gather, analyze, visualize and interpret)

data produced on basis of the SMC queries from the

dependability assessment viewpoint.

A. Remarks to Dependability Assessment

Before moving forward, let us present the principle behind

dependability assessment on the STA/SMC basis. Then, let

us compare the results of such an assessment to the results

of an existing, well established assessment. Instead of being

exhaustive, let us limit herein just to the principle/comparison

that relates to the exponentially distributed XTTF and the SPX

model (Fig. 1a). For such a model, the analytical solution to

the assessment problem exists (start of Sect. II), so it can

be utilized for the validation purposes. Based on the STA

instruments, the SPX can be modeled by an STA from Fig. 2.

This can be done either using UPPAAL’s native instruments

(Fig. 2a) or using the instruments of our fault behavior

framework (Fig. 2b) introduced in [16]. Comparing to the first

one, the latter (our) approach is open to arbitrary distributions

of probability, without a need to change the model. In our

approach, the occurence of a fault is given by its parameter-

izable, potentially time-varying, fault behavior model able to

signalize a fault via a dedicated channel (fail[i]!). Properties

(such as the probability of a failure) of a network of STAs

can be checked by the SMC engine. It may produce various

data and/or functions such as PDF, CDF or mean w.r.t. the

properties. A property may be checked by the so-called query.

Particularly (Fig. 2), the engine may be asked to evaluate

the probability of entering (the state) failure. This can be

expressed using a query of the probability estimation type.

Such a query is in the form Pr[bound](φ) where bound
defines how to bound, e.g. the number of, simulation steps

(runs) and φ represents a property to be checked. Let us

suppose that the probability is going to be examined for four,

exponentially distributed, random variables XTTF (Fig. 3)

within 105, i.e. 1e+5, units of time. Then, the particular query

would be Pr[<= 100000](<> STA.failure) for each of the

variables. The result of the query can be stored e.g. in the PDF,

i.e. f(t), form (Fig. 3a) or CDF, i.e. F (t), form (Fig. 3b) and

directly exported from UPPAAL to be processed later.

Apparently, f(t), F (t) of XTTF suffice to assess further

dependability attributes such as MTTF or R(t) by their def-

initions. Knowing f(t) and R(t), h(t) may be constructed

a) b)

Fig. 2. An idea to the STA representation of the SPX model (Fig. 1a)
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Fig. 3. Comparison of the analytical results to the results of the SMC query
Pr[<= 100000](<> STA.failure) for uncertainty (ε) set to 1�
by its definition as well. For the results based on the above-

mentioned query see Fig. 3, please. It can be seen there that

the curve produced by the analytical solution (dashed red)

practically overlaps with the curves produced by the SMC

engine (green, orange, cyan and black).

B. Representative Case Studies

This section presents several case studies, main goal of

which is to demonstrate the practical applicability of our ap-

proach to the dependability assessment problem. The demon-

stration relies on our STA-based variants of the models from

Fig. 1 and our SMC-based dependability assessment (III-A).

To make our models more understandable, let their form be

unified in the following way (e.g., see Fig. 4). A model

starts in the (green-colored) state faulty0, representing the

correct operation of all components in a system; alike, any

state representing a failure is colored in red and a state after

reconfiguration is colored in yellow. A model declares its local

variable (ttf ) of the clock type to measure the time to failure

using the invariant ttf ’== 0.

a)

b)

c)

d)

Fig. 4. STA variants of a) TMRNSF , b) TMR1SF , c) TTSP , d) TTST

Let the illustration start for TMRNSF (Fig. 1b). The as-

sociated STA (Fig. 4a) starts in faulty0 where it waits for

354



the reception of a signal via one of 3 channels (fail[i],

i = 0, 1, 2), each belonging to a replica in the TMR system.

If one of the replicas fails then the corresponding value of i is

stored in (the local variable) failed to identify the replica

and the STA transits to faulty1. It stays here until one of

the remaining two replicas fails; then, it transits to failure.

TMR1SF (Fig. 4b), waits in faulty0 until one of the replicas

fails. With probability given by C [%], such a replica results

into SPF (entering spf, then failure). Otherwise, with prob.

given 100-C, it behaves as TMRNSF . Fig. 4c, d represent the

models of TTSP , TTST from Fig. 1c, details to which follow.

If a replica fails in faulty0 then the reconfiguration process,

based on isolation/removal of the faulty replica (identified

by bad1), is initiated for the replica and the STA transits to

faulty1. Here, it waits until the reconfiguration completes (the

channel recfg done[bad1] on the transition to rem1) or one

of the non-faulty replicas fails (faulty2). The reconfiguration

is driven by a separate STA, an instance of which can be

dynamically i) introduced into the simulation process using the

spawn keyword resp. ii) removed from the simulation process

using exit(). In Fig. 4c, d, a fault-free module (bad2) have to

be removed along with the faulty one (bad1) while transiting

from faulty1 to rem2; the value of bad2 is selected as the next

one after bad1 based on the modulo (%) operation. Comparing

to Fig. 4c, Fig. 4d has extra feedback transitions from faulty1,

having the three successors: fover, rem2 and faulty2. If the

(transient) fault disappears then it transits to fover, followed

by faulty0. Else, the process of isolating the faulty component

and removing a non-faulty one may complete before the fault

disappears; then, the STA enters rem2. Else, one of the two

non-faulty modules may fail before entering fover or rem2 and

the system fails (faulty2 followed by failure).

IV. CONCLUSION

In this paper, a novel, simulation-based approach to the

construction of reliability models and their dependability

assessment by the STA/SMC means have been introduced,

summary of which follows in the next. The novelty of the

approach can be seen in its i) openness to modifications – it

is highly extendable by further concepts, some of which are

mentioned below, ii) intuitiveness – it has been shown using

a series of case studies, iii) expressive power – means of (a

network of) STAs are general enough to cope with arbitrary,

timed stochastic behaviors over continuous time, dynamically

manageable objects within the simulation process etc., iv)

efficiency and accuracy – properties of the SMC process are

controllable by a set of parameters such as ε. Our further

research plans relate to parameterizable models of random

variables with the bathtub-shaped hazard rate functions, re-

pairable systems with a special attention paid to shared load

and/or repair facilities, multiple failure modes, and assessment

of maintainability and availability by the STA/SMC means.
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