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Abstract In this article, we evaluate a novel type of user
interface for remotely resolving challenging situations for
service robots in domestic environments. Our focus is on
potential advantages of stereoscopic display. The user inter-
face is based on a control architecture that allows involve-
ment of a remote human operator when the robot encoun-
ters a problem. It offers semi-autonomous remote manip-
ulation and navigation with low-cost interaction devices,
incorporates global 3D environment mapping, and follows
an ecological visualization approach that integrates 2D laser
data, 3D depth camera data, RGB data, a robot model, con-
stantly updated global 2D and 3D environment maps, and
indicators into a single 3D scene with user-adjustable view-
points and optional viewpoint-based control. We carried out
an experiment with 28 participants in a home-like environ-
ment investigating the utility of stereoscopic display for three
types of task: defining the shape of an unknown or unrecog-
nized object to be grasped, positioning the gripper for semi-
autonomous reaching and grasping, and navigating the robot
around obstacles. Participants were able to successfully com-
plete all tasks and highly approved the user interface in both
monoscopic and stereoscopic display modes. They were sig-
nificantly faster under stereoscopic display in positioning the
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gripper. For the other two task types, there was a tendency for
faster task completion in stereo mode that would need to be
verified in further studies. We did not find significant differ-
ences in perceived workload between display types for any
type of task. We conclude that stereoscopic display seems
to be a useful optional display mode for this type of user
interface but that its utility may vary depending on the task.

Keywords Human-robot interaction - User interfaces -
Semi-autonomy - Telemanipulation - Teleoperation

1 Introduction

The prospect of a robot helping at home with daily chores is
alluring. Service robots may, for example, enable older adults
with physical restrictions to reduce their dependence on care-
givers and to remain living in their familiar environment.
However, domestic environments pose immense challenges
for robots. The environments are heterogeneous, unstruc-
tured, and keep changing. They contain objects difficult to
recognize with reflective surfaces or covered by other objects,
varying illumination, objects difficult to handle, and moving
objects like people or pets. Robots need to successfully judge
the environment and make complex decisions under uncer-
tainty. Due to these and other challenges, sophisticated ser-
vice robots with manipulation capabilities that would reliably
and autonomously cover a wide range of tasks are unlikely
to be realized in the near future.

A pragmatic approach for a shorter-term deployment of
multi-purpose service robots in homes is the concept of semi-
autonomy [1,2]. If a robot is unable to carry out a task
or fails during execution, a human operator may take con-
trol remotely, solve the problem, and hand back control to
the robot [3-7]. The system may further assist the opera-
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tor during teleoperation. Introducing a human in the loop
can improve a system’s real-world fitness and expand its
application range. With continuing progress of technology
and augmented by human teaching and machine learning, a
robot’s autonomy can increase over time, gradually reducing
the need for human involvement [8-11].

In this article, we evaluate a user interface for resolving
challenging situations for domestic service robots through
semi-autonomous remote manipulation and navigation. We
particularly focus on potential benefits of stereoscopic dis-
play. Studies have suggested that stereo display can be use-
ful in video-based telerobotics (see Sect. 1.4). However, to
our knowledge, its effects have not previously been investi-
gated for more advanced user interfaces as the one evaluated,
which incorporates semi-autonomous control and an ecolog-
ical visualization approach that integrates data from various
sensors in a 3D scene with user-adjustable viewpoints.

1.1 User Interface Design Challenges

To successfully solve problems remotely with a semi-
autonomous system, adequate user interfaces are crucial.
For effective and efficient task performance [12], operators
should be aware of the remote situation [13—15], be able
to build an accurate mental model of the remote environ-
ment [15,16], and should not experience high cognitive load
[15,17]. For the interface to appeal to users, the user experi-
ence [18] should also be engaging and stimulating [19,20].
Achieving these design goals is a major challenge as is
reflected in the heterogeneity of interaction approaches in the
literature and as has been shown in many user studies [21].
For example, user interfaces for remote navigation relying
merely on a video image and a 2D map or displaying informa-
tion in numerous screen regions have shown to provide insuf-
ficient situation awareness [13,22] and lead to high cognitive
load [23], especially when using direct teleoperation without
any system autonomy [13,22]. To provide a more complete
representation of the remote environment, employing multi-
ple and panospheric cameras has been explored [24,25] but
this imposes a high load on network bandwidth and does
not allow assessing depth in the scene. User performance
has shown to improve when enriching 2D map and video
with schematic 3D environment models [23,26]. However,
this requires manual modeling of each apartment and can be
misleading when environment features have changed.
Remote manipulation tends to be even more challeng-
ing due to requirements on dexterity, degrees of freedom,
and precision as well as increased importance of judging
three-dimensional spatial relations. For example, fixed view-
points on the remote scene [27,28], misalignments between
the user’s viewpoint and the coordinate system for control-
ling the end effector [29], and restrictions on the degrees of
freedom (DOF) for controlling the end effector [30] have
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shown to be detrimental for task performance. Direct unas-
sisted telemanipulation is often associated with problems like
environment collisions due to transmission delay [31,32] or
the need for sophisticated and expensive interaction devices
to mirror the robot’s dexterous abilities [33-35].

1.2 Promising Approaches

Due to the difficulties with direct teleoperation it is promis-
ing to introduce, or retain, some robot autonomy during the
teleoperation task at lower and more reliable levels of sens-
ing and actuation. This way a human’s sophisticated high-
level interpretation skills and world knowledge can be uti-
lized for solving the main problem (often requiring envi-
ronment interpretation), while relieving them from the load
and difficulties associated with low-level control. Promising
results have recently been achieved with semi-autonomous,
system-assisted remote manipulation [36—38] and navigation
[6,16,23,27,39]. As a higher level of robot autonomy may
come at the cost of reduced controllability, it can make sense
to offer several levels of autonomy [23,26,36,40-42].
Further, as precise depth sensors have become very afford-
able recently, it seems beneficial to incorporate the display
of 3D point clouds and global 3D maps, based on these sen-
sors’ data, in teleoperation user interfaces. This should allow
users to accurately assess a remote scene in all dimensions
during manipulation and navigation tasks, especially when
combined with a freely adjustable viewpoint [27,28]. Except
for a few applications, e.g., in underwater [43] or indoor
manipulation [36,44], the potential of these sensors has not
yet been widely leveraged in teleoperation user interfaces. As
an application example in remote navigation, we have used
3D mapping techniques [45,46] to create global environment
maps from the point cloud sensor data while the robot moves
around. We found that displaying such 360° 3D environment
representations in the user interface was advantageous for
resolving problematic search and navigation situations [16].

1.3 Innovations of the Evaluated User Interface

The user interface evaluated in this article is part of a wider
usage concept for assisting elderly people at home [2,47]
(see Sect. 2.2). It incorporates several innovative approaches
(see also Sect. 2.3):

e An underlying control architecture that allows recogni-
tion of robot failure states and smooth handover of control
between robot and human remote operators [5]

e System-assisted, semi-autonomous telemanipulation with
offline trajectory execution and editing of 3D collision
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maps by the user for high controllability of the telemanip-
ulation result yet safe, collision-free operation

e Remote navigation with several control modes of different
autonomy, with and without collision avoidance

e An ecological visualization approach that integrates data
from various sensors as well as other data like a robot
model and collision indicators into a single 3D represen-
tation of the remote environment [16]

e Visualization of colored point clouds enhanced by global
3D environment mapping [16,45] with a freely adjustable
viewpoint for high situation awareness

e Reliance on low-cost interaction devices in form of a stan-
dard mouse for viewpoint adjustments and a 3D mouse
for precise and intuitive 6-DOF gripper positioning and
3-DOF robot navigation

e Avoidance of the need for human compensation of display-
control misalignment by the ability to control robot and
gripper in the coordinate system of the remote operator’s
chosen viewpoint on the 3D scene

e Optional stereoscopic display mode using contemporary
active shutter technology

While most of these approaches have been used previously
in an isolated form in various domains (e.g., [3,4,6,22,27,
29,32,36-39,46]), our user interface integrates them into a
coherent experience, highly focused on real-world applica-
tions.

1.4 Investigating Stereoscopic Display

As operators need to perceive and act in a remote three-
dimensional environment, e.g., judging distances and object
sizes, depth perception has always been an important issue
in telerobotics [21,32,48-50]. There are a variety of cues
facilitating depth perception, such as motion parallax (when
the observer or scene moves, closer objects move faster), the
kinetic depth effect (depth perception from rotational motion
of an object), occlusion (an object covering another is per-
ceived as closer), linear perspective (depth perception from
judging the angle at which parallel lines converge in the dis-
tance), and binocular disparity (the difference in images on
the left and right retinae) [51,52].

Binocular disparity, not available when using standard dis-
plays and realized through stereoscopic technology, can be
a powerful cue to depth. Compared to monoscopic display,
stereoscopic display has shown to improve users’ task perfor-
mance and accuracy of environment judgments in a number
of domains related to the present user interface like reaching
for objects [53], positioning and resizing objects [54], and
path tracing [55-57] in virtual environments, video-based
robotic telemanipulation [50,58,59], video-based remote
robot navigation [49,60,61], and remote robot navigation

based on egocentric 3D visualizations extrapolated from 2D
laser scanner data [62].

On the other hand, while there is a general tendency that
with more available depth cues an observer can better assess
depth [63,64], there are experimental results suggestive of
no or little added value of stereoscopy if certain other depth
cues are present. For example, participants’ performance in
pick-and-place tasks was nearly equivalent under mono and
stereo display conditions when occlusion cues [48] or per-
spective cues (a grid or reference lines) [65] were present. In
a study on remote video-based robot navigation, stereo dis-
play lead to significantly fewer collisions than mono display
only when haptic feedback cues were not available [49]. A
study on object positioning and resizing showed considerable
improvements in users’ positioning accuracy in the presence
of object shadows in mono but not in stereo viewing mode
[54].

Some experimental results have suggested diminishing
relative merits of stereo display in the presence of motion-
based cues (through head-coupled perspective or object rota-
tion), e.g., when disambiguating wireframe images [66] or
tracing winding 3D paths [67-69]. However, other stud-
ies found substantial benefits of stereo display even when
motion-based cues were available, in path tracing [55,56] or
object matching tasks [54]. Some studies employed motion
through user-controllable scene rotation around one [54,55]
or two axes [56,69] but results on the relative merits of stereo
display varied with three of these studies [54—56] suggesting
benefits but one not [69].

The different results in studies with similar objectives sug-
gest that many factors affect whether and to what extent stereo
display improves depth judgments and user performance. In
addition to the presence of other depth cues, the value of
stereoscopic display has shown to depend on such factors as
task [50,53,71], spatial frequency [72,73], image resolution
[74,75], distance of the perceived objects [53,71,76,77], and
orientation of the scene (or viewer’s perspective) [78,79].

Due to the many factors involved and complex interac-
tions between them [52,53,68], it is difficult to predict the
effects of introducing stereoscopy in a particular applied con-
text. Further, it should be noted that stereoscopic display is
usually associated with drawbacks such as the need to wear
glasses, to dim lights, or potential discomfort like eyestrain or
dizziness after prolonged use [80,81]. It is therefore impor-
tant to verify benefits of stereoscopic display in a particular
usage scenario before relying on it. The telerobotics-related
studies mentioned above investigated egocentric video dis-
plays and virtual environments. We are not aware of previ-
ous studies investigating the effects of stereoscopic display
under parameters similar to the present user interface, namely
robotic remote manipulation and navigation tasks with point
cloud visualization of real indoor scenes and a fully user-
adjustable viewpoint including rotation, panning, and zoom-
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Fig. 1 Care-O-bot 3 and its
hardware components

ing. We were therefore interested in investigating effects of
stereoscopic display under these conditions.

2 Robot and User Interface
2.1 Robotic Platform

Our implementation is based on the robotic platform Care-O-
bot 3 from Fraunhofer IPA (Fig. 1) [82], running ROS (Robot
Operating System [83]). The service robot has a mobile base
with an omnidirectional drive, an arm with seven degrees
of freedom (DOF), a 3-finger gripper, a retractable tray for
object handover between robot and people, three 2D laser
scanners mounted on the base for 360° registration of the
environment at a height close to the floor, a sensor head
with an RGB camera, an infrared 3D sensor (Kinect), and
a stereo RGB camera. The robot is further equipped with
microphones, speakers, and colored LEDs.

For autonomous navigation, the robot builds a 2D envi-
ronment map from laser scanner data and uses it to localize
itself and to plan collision-free paths [82]. The robot can
learn and later recognize and localize objects based on tex-
tures [84]. It can identify suitable grasp configurations and
plan arm trajectories to an object to be manipulated [85,86].

2.2 Overall Usage Concept

The user interface evaluated in this article was developed
iteratively in a human-centered design process [18] as part
of abroader robotic usage concept for assisting elderly people
at home [2,47] in the European project SRS [87]. Over the
course of 3 years and 3 months, a total of 430 prospective
users were involved in this process (40 % over 65).

In the first phase, we carried out user requirements studies.
A focus group study [88] with 59 participants (elderly peo-
ple living at home, informal caregivers like family or friends,
and formal caregivers) determined needs and difficulties of
potential user groups. In a subsequent survey, 64 elderly peo-
ple and 19 informal caregivers rated the usefulness of various
robot services [2]. In an ethnographic study, we visited 15
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elderly people in their homes, recording the living conditions
and determining challenges for service robots. We also vis-
ited telemedical and home emergency teleassistance centers
to analyze the workplaces, tasks, routines, and artifacts in use
[2]. One result of that study was that we consider the skills
(e.g., computer proficiency) and educational background
(often in nursing or care) of present staff as suitable for
assuming the role of robot teleoperators after some training.

In the second phase we carried out technical assessments
[2]: an analysis determining frequent instances of robot fail-
ure and required teleoperator tasks, an interaction analysis to
determine with what kind of interactions teleoperators would
provide remote assistance, and an assessment of the suitabil-
ity of various interaction devices.

In the third phase, we iteratively developed a usage con-
cept and user interfaces for three different user groups. The
initial usage concept was evaluated with 30 elderly people,
23 informal caregivers, and 5 professional caregivers in an
acceptability study [2] and improved based on the results. The
usage concept specifies the following primary user groups:

e Elderly people living at home and in need of moderate
forms of assistance with activities of daily living

e Relatives or friends willing to provide assistance but cur-
rently not able to or only to a limited extent because they
do not live on site or are often away, e.g., due to work

e Professional teleoperators available 24 hours in a call cen-
ter

As a result of the user requirements studies [2,88], we
focused on fetch and carry services (which are the founda-
tion for many other user-requested services), on assistance in
cases of emergency (e.g., assessing the situation or opening
a door for the ambulance), and on assistance with reaching
objects in places problematic for elderly people (high or low)
[2,47].

The concept of the user interfaces is shown in Fig. 2. Its
foundation is a control architecture that enables the robot
to recognize failure states, contact human remote operators
for assistance, and reassume control afterwards [5]. Local
elderly people are equipped with a portable, smartphone-



Int J of Soc Robotics

Fig. 2 User interface concept
with three user groups: elderly
people at home, remote
relatives, and professional
teleassistants

autonomous control

sized multi-touch device so the robot can be commanded
from any position in the apartment. The user interface,
designed specifically for the needs of elderly people [2,47],
provides access to autonomous robot functions only. If the
robot encounters a problem during task execution, by default
it first contacts relatives for assistance. They have a tablet
computer with extended functionality such as map-based
semi-autonomous navigation. In case relatives are unavail-
able or the functionality of their user interface is not suffi-
cient for solving the robot’s problem, the robot contacts the
24-hour teleassistance center. Their user interface is based on
a personal computer, a 3D mouse, and optional stereoscopic
display. It is the most feature-rich of the three user inter-
faces and the one evaluated in the present article. Beyond the
capabilities of the interface for relatives it most importantly
allows semi-autonomous manipulation.

A teleoperation session is only initiated after confirmation
of the local elderly user and during teleoperation, an audio or
video call remains open. This is to address ethical concerns
regarding privacy and loss of control [89].

The three user interfaces were evaluated in ten usability
studies [90] at different points in time with a total of 86
participants from all three user groups [2,47]. Evaluations
were initially carried out at Stuttgart Media University’s User
Experience Research Lab using horizontal prototypes (screen
sequences simulating interaction) and the Gazebo robot sim-
ulator [91], later in a model kitchen at Fraunhofer IPA using
implemented user interfaces, and finally in real and model
apartments in Germany and Italy. Figure 3 shows impres-
sions of the evaluations. Overall, we exposed 138 usability
problems of varying severity in the three user interfaces over
the course of the project and addressed them in subsequent
development [2,47].

+ semi-autonomous navigation

|0J}U0D JO JBJSUEI) + S||ED 03PIA PUE OlpNY
Ajoud uonoelsyul Buiseaidaq

Fig. 3 Usability studies of the user interfaces. Top left Gazebo simula-
tor used in early lab-based studies; top right evaluation of user interface
for relatives; bottom evaluation of user interface for elderly people

In the final phase, our evaluation focus turned to specific
innovative aspects of the user interface for professional tele-
assistants. A previously published experiment investigated
the usefulness of global 3D environment maps for solv-
ing navigation problems remotely [16]. The present article
describes our second experiment on this user interface, which
investigated both, remote navigation and manipulation under
monoscopic versus stereoscopic display.

2.3 Evaluated User Interface

As the last instance in the concept of user interfaces (Fig. 2),
the evaluated user interface for professional teleassistants
addresses a wide range of robots’ possible failures and insuf-
ficiencies in reasoning about the environment, and in problem
solving, preventing autonomous manipulation or navigation.
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Table 1 Examples of robot failures and corresponding teleoperator interventions with the user interface

Robot failure or insufficiency

Reason as assessed by the teleoperator

Possible teleoperator intervention

Unable to plan or execute
navigation path to destination

Narrow passage

Obstacles blocking path

Remotely navigate the robot through passage
with or without autonomous obstacle
avoidance

Remove obstacles by pushing with robot
body or using arm and gripper

Unable to plan arm trajectory
to pre-grasp position for
recognized object to be
fetched

Robot position not ideal

There is a suitable pre-grasp position but

robot could not find it

Occluding objects prevent arm trajectory

planning

Collision map contains noise or soft objects
that may be touched by the arm

Delete noise or passable space in 3D collision
map using collision map editing tool and
have robot re-plan trajectory

Navigate robot to better position and re-plan
trajectory

Specify gripper pre-grasp position manually
with 3D mouse (e.g., from the top)
Remove occluding objects using autonomous

or semi-autonomous manipulation and
re-plan trajectory

Object to be grasped could not
be recognized

Object is in the room but robot did not find it

Illumination is insufficient for object

recognition

Occluding objects prevent recognition

(cluttered scene)

Object is in a position and orientation fine for
detection but recognition still failed

Adjust 3D shape from object database over
the object to inform robot of its location and
orientation, then have robot plan arm
trajectory and grasping

Move robot to proper position and restart
detection

Turn on light in the room or open blinds using
remote manipulation, then restart detection

Remove occluding objects using remote
manipulation, then restart detection

Object to be fetched is
unknown (not in database)

No assessment necessary

Use remote navigation and manipulation to
fetch object manually; optionally, teach
object by adjusting a 3D shape to fit the
object

Arm is in collision

Moving the robot may be unsafe

Moving the robot should be safe

Move robot and recover arm

Ask local user to remove objects, then move
robot and recover arm

Table 1 shows examples of problems determined in our study
of robot failures [2] along with corresponding possible tele-
operator interventions.

The user interface was designed to be well usable by cur-
rent staff of home emergency and telemedical service cen-
ters, i.e. users with general computer expertise but with no
expertknowledge onrobotics [2]. We aimed to achieve this by
(1) applying established design principles for user- friendly
screen design [92-94] (2) iterative improvement based on
usability testing results [2,18,47], (3) giving the robot as
much autonomy as possible, with the teleoperator only solv-
ing the core problem and then handing back control to the
robot, (4) integrative, fused visualization of sensor data (see
Sect.2.3.1), (5) global 3D environment mapping to give oper-
ators a complete picture of the situation around the robot (see
Sect. 2.3.2; [16]), and (6) intuitive robot navigation and arm
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control using a 3D mouse and avoiding display-control mis-
alignments (see Sects. 2.3.3 and 2.3.4).

2.3.1 Functional Areas and Visualization Approach

An overview of the user interface is shown in Fig. 4. The left
pane contains information and functionality related to the
elderly customers: incoming teleoperation requests, active
audio or video calls, customer management, and a text field
for entering individual comments on the customer such as
required medication or health problems. The latter function-
ality was adopted from current systems in use at home emer-
gency teleassistance centers as a result of our ethnographic
study [2].

The right pane contains information and functionality
related to the robot. The tab “Current Sequence” shows at
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“ Incoming calls

‘Thomas Davidson (Unknown object)
ting:00:47

-]
ing:o033 | 3
-]

Sarah Priste (Robot damage)
Waiting: 00:07

Call management \ Customer management

Elisabeth Baker (81)

# Medication

- louprofen

- Insulin

- Ant-histaminics during spring season
(ianuary - april)

# Important

- artificial hip joint

- moving problems with the hip and the left leg
- can't bend down at all due to the hip
problems

- Always ask her if she has taken her
medication as she forgets very easy about that
- Low blood suger level: If she feels weak, she
should eat something o take dextrose pills

- Duri red and

# Internal

- She talks very much about her family
relations

- She calls often because she is bored

Fig. 4 User interface during semi-autonomous manipulation

which point in the robot’s autonomous action sequence the
problem occurred and what the teleoperator can do to resolve
it. The tab “Robot Services” provides access to autonomous
services as in the user interfaces for elderly people and rela-
tives. The tab “Objects” provides access to the robot’s data-
base of known objects with editing and teaching function-
alities. A resizable and movable video image of the robot’s
current view is shown in the lower part of the right pane.
Features in the left and right panes have only been partially
implemented at this point, as our development focused on the
core functionality for solving problems, accomplished with
the central area.

The visualization in the central area of the user interface is
based on the concept of ecological interfaces [22,93,95,96],
where affordances of the environment [95,96], i.e., what it
offers (e.g., regions the robot can pass or objects that can be
grasped), can be directly inferred from the scene without fur-
ther cognitive effort. The visualization is realized using RViz
[97] and employs sensor fusion [98,99] to integrate data from
various sensors into a single 3D representation of the remote
environment. The approach addresses a number of problems
with conventional video and 2D map-based interfaces found
in the literature, such as limited field of view [22,26,100],
unawareness of the robot’s surroundings [13,14,100], and
divided attention due to task-relevant information in differ-
ent areas of the screen [14,22,23].

The viewpoint on the 3D scene is freely adjustable by the
user through mouse manipulations, including rotation (using
the two-axis valuator technique, which has shown to be better
usable than other techniques [101]), panning, and zooming

1y «) 14:46:19 2 SRSUser %
Current sequence Objects

Robot service: Bring object
 Execute service: Bring s

ple juice” to “bed” in “bedroom”

Cancel Service

Objects on tray (0) T -

Fig. 5 Visualization elements of the 3D scene

with the wheel. This allows choosing robot-centric or exocen-
tric perspectives with zoom levels appropriate for problem at
hand. User studies on remote navigation and manipulation
have suggested that an adjustable viewpoint is advantageous
[27,28].

The visualization elements of the 3D scene are shown
in Fig. 5. Elements can be turned on and off individually
for specific situations but all are visualized by default. The
left shows: (1) robot with realistic shape and dimensions, (2)
safety-relevant area around robot (“footprint”; yellow rectan-
gle), (3) 2D floor map based on laser data (grey and black),
(4) live 2D laser data from all three scanners (red), (5) obsta-
cle map (recent laser data; purple). In the middle of Fig. 5,
further elements are added: (6) colored point cloud of fused
depth and RGB data in the robot camera’s current field of
view (640 x 480 pixels), (7) field of view boundaries (two
yellow lines), (8) global 3D environment map outside the
robot’s field of view. The right of Fig. 5 shows (9) in-scene
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Fig. 6 User interface showing multi-room environment mapped using
voxel-based global 3D environment mapping technique

collision indicators for translational (top) and rotational (bot-
tom) movements appearing when navigating the robot toward
an obstacle (in collision avoidance mode, this is associated
with the robot slowing down and eventually coming to a stop
before the obstacle).

2.3.2 Global 3D Environment Mapping

A central innovation of the user interface is its 360° 3D envi-
ronment representation. While the robot moves around, it
generates and continuously updates a global 3D environment
map, combining depth and RGB sensor data. Two techniques
are available: A voxel-based technique uses octrees to rep-
resent 3D occupancy grids and is based on the OctoMap
framework [46]. This technique was used in the present eval-
uation. A fully mapped environment is shown in Fig. 6. As an
alternative consuming less network bandwidth, a geometric
mapping technique is available [16,45]. 3D mapping is a sig-
nificant improvement over previous approaches that relied on
manual modeling or extrapolation from 2D data [22,26,62]
due to high realism, detail, currency, and automated genera-
tion. It allows assessing what is behind, right, and left of the
robot, which has been a major problem in robot teleoperation
[13,14,100].

2.3.3 Robot Navigation

Semi-autonomy in remote navigation is often found in the
form of a human operator steering the robot while the robot
avoids obstacles [6,23,27,39]. Lower and higher levels of
autonomy have been explored too [23,26]. In our user inter-
face, four control modes with different robot autonomy can
be chosen according to the current situation:

1. Have the robot plan an autonomous path by clicking on
a destination point in the 3D scene with the mouse (high
robot autonomy; collision avoidance based on 2D laser
data active)
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2. Dragging and holding with the mouse an in-scene disc
that the robot attempts to follow autonomously (medium
robot autonomy; collision avoidance active)

3. Using in-scene navigation controls around the robot with
the mouse—arrows for translational and a ring for rota-
tional movement (low robot autonomy; collision avoid-
ance optional)

4. Using the SpaceNavigator 3D mouse [102] (low robot
autonomy; collision avoidance optional): The user can
choose between control in the coordinate system of the
robot (i.e., pressing left moves to robot to the robot’s
left) versus the user’s currently chosen viewpoint on
the 3D scene (i.e., pressing left moves the robot to the
remote user’s left). The viewpoint mode was designed
to avoid cognitive effort for mental transformations due
to display-control misalignments [29] and was specified
as the default mode based on user observation and inter-
views in pre-tests.

Mode 4 with 2D collision avoidance and viewpoint-based
control was used in the present evaluation.

2.3.4 Manipulation

Another central innovation of the user interface is the
approach for semi-autonomous remote manipulation. The
approach is based on collision-free arm trajectory plan-
ning [86] using a global environment map [16,46] and
offline motion execution, which makes the user interface
fully robust against transmission delays that have been
a long-standing problem in telemanipulation [31,32,103].
Despite autonomous execution, the user still has a high
level of control over the process through various possible
interventions.

Figure 7 shows the main interaction steps and resulting
robot actions for reaching and grasping an untrained object or
a trained object in the database that could not be recognized
(e.g., due to a difficult pose, clutter, or low illumination).
The scenario may be that the local elderly user commanded
the robot to fetch the apple juice box but the robot failed
to recognize it, stopped, and called a teleoperator for help
(Fig. 7(1)). The teleoperator first chooses from a library a pre-
defined basic 3D shape (e.g., box or cylinder) resembling the
target object and fits it over the object (Fig. 7(2)—(4)) by using
in-scene arrows for moving and resizing and in-scene rotation
wheels with the mouse. This informs the collision avoidance
algorithm that the defined space will later, when grasping and
moving the object, be passable for the arm and gripper and
also that this space near the gripper needs to be taken into
account for avoiding collisions of the object with the robot
or environment. In case the object was recognized (but the
robot still could not find a suitable grasping configuration or
plan an arm trajectory), steps 2 to 4 are not necessary.
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Fig. 7 Main interaction steps and robot actions for semi-autonomous reaching and grasping of an untrained or unrecognized object

In steps 5 to 7 in Fig. 7, the teleoperator specifies a suit-
able gripper target position and orientation. This is performed
with the 3D mouse. As is default for 3D mouse based navi-
gation in our user interface (see Sect. 2.3.3), gripper control
too is performed in the viewpoint coordinate system. The
environment visualization changes from colored point cloud
to the more task-relevant collision map display at this point.
The 360° 3D collision map is based on the data of the con-
stantly updated global model. The arm turns red if the target
position is unreachable or in collision with the environment
(Fig. 7(6), red ball indicates point of collision).

When a suitable gripper target position has been speci-
fied (Fig. 7(7)), the teleoperator is shown an animation of the
planned arm trajectory (Fig. 7(8)). The operator checks from
various angles if it would be safe to execute or if the arm may
come too close to delicate objects or to people. When satis-
fied with the trajectory, the operator executes it and watches
the arm move in real-time in the 3D scene and RGB video
stream. For grasping, the operator chooses a grasp strategy
preset (e.g., for soft or for hard objects) and executes the grasp
(Fig. 7(9)). Subsequently, unless there is a further problem,
control is transferred back to the autonomous system for fin-
ishing the service, e.g., placing the object on the tray and
delivering it to another room (Fig. 7(10)).

As a further means of intervention, the operator can edit
the 3D collision map with an approach similar to steps 2 to 4
in Fig. 7 to remove noise or to specify regions the arm may
touch (e.g., uncritical soft objects) while still avoiding all real
obstacles.

2.3.5 Stereoscopic Display

The optional stereoscopic display mode investigated in this
article was realized using Nvidia 3D Vision 2 wireless shut-

ter glasses and an Asus VG278H 27” 1,920 x 1,080 LCD
monitor with 2ms response time, Nvidia LightBoost, and 120
Hz for flicker-free stereoscopic display. We modified RViz
[97] and the underlying Ogre3D library [104] to support this
type of stereoscopic display. The stereo mode displays the
3D scene stereoscopically with 2D RGB video.

3 Research Questions

The main question we investigated was how stereoscopic
display affects users’ task performance and cognitive work-
load in manipulation and navigation tasks with the present
novel type of user interface. As laid out in Sect. 1.4, some
previous studies have suggested benefits of stereo display
while others have not, which is likely due to a range of dif-
ferences between those studies, most notably in availability
of other depth cues, in tasks, in distances of objects, and
in viewpoints on the scene. Compared to previous studies
(see Sect. 1.4), distinct characteristics of our user interface,
potentially affecting whether or not stereoscopic display will
be beneficial, are:

e Fully user-adjustable viewpoints on the 3D scene, includ-
ing rotation, translation, and zooming: This feature intro-
duces particular uncertainty as it is a priori unknown how
often users will change the viewpoint (affecting avail-
ability of motion-based depth cues, e.g., during scene
rotation), which viewpoints they will adopt (affecting the
viewpoint factor), and how far zoomed in they will work
(affecting distances of objects).

e Realistic sensor-based 3D representation of the remote
environment with display of colored point clouds
enhanced by global 3D environment mapping: This means
that rich environmental cues are available, such as textures
and shadows. As users can rely on those for assessing
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depth, this could be regarded an indication against finding
benefits of stereo display. On the other hand, such cues
are also available in video-based displays, where studies
have suggested benefits of stereo display in several set-
tings [49,50,58-60].

e Various, partially novel, types of task for semi-auto-
nomous manipulation and navigation: As task is an influ-
ential factor [50,53,71], effects may vary according to the
task. Likely, users’ viewpoint adjustment behavior also
depends on their current task. While robot navigation as
implemented in the present user interface can be consid-
ered a fairly common type of task, target object shape def-
inition by fitting a 3D primitive and specifying the gripper
target position in a 3D environment representation rep-
resent more uncommon and novel types of task from an
interaction perspective.

We are not aware of previous studies on effects of stereo-
scopic display with a user interface with similar characteris-
tics. Our primary goal thus was to investigate effects of stereo
display on users’ task performance and cognitive workload
for this contemporary type of user interface. We were fur-
ther interested in secondary aspects such as the magnitude of
effects if present, potential discomfort due to stereo display
(e.g., eyestrain or dizziness, see Sect. 1.4), and a potential
correlation between collisions and task completion time in
remote navigation (e.g., stereo display may lead to fewer col-
lisions but at the cost of longer task completion).

Apart from the focus on stereoscopic display, we also
aimed to obtain an overall assessment of the suitability of
the user interface and system with its various integrated novel
approaches. This included ratings of usability, user experi-
ence, quality of users’ spatial mental models of the remote
situation, and system usefulness. While effects of display
type cannot be ruled out for these variables, our main focus
here was not on differences between display modes. As part
of the overall evaluation focus, we were also interested in
technical system performance.

4 Method
4.1 Experimental Design

Our experimental design employed display type (mono,
stereo) as a between-subjects variable. Effects of display type
were investigated for three types of task (within-subjects):
target object shape definition (manipulation subtask 1), posi-
tioning of the gripper at its target position (manipulation sub-
task 2), and robot navigation around obstacles. Manipulation
with its two subtasks was performed in two environments
(two rooms with different objects).
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4.2 Participants

Twenty-eight people participated in the experiment (14 in
each group). Participants’ age ranged from 20 to 37 years
(mono: M = 25.7, SD = 4.9; stereo: M = 26.5, SD =
4.5). All participants were male to avoid a confounding effect
due to known gender differences in spatial problem solv-
ing [105]. Participants had no prior experience with robots,
teleoperation user interfaces, or 3D mice. Participants’ mean
weekly computer usage ranged from 10 to 60 hours (mono:
M = 30.6, SD = 16.4; stereo: M = 32.4, SD = 12.3).
Participants’ cumulated mean monoscopic professional 3D
application usage and monoscopic 3D gaming was between
0 and 3 hours a week (mono: M = 0.93, SD = 1.20;
stereo: M = 0.80, SD = 1.00). All participants stated to
be engaged with stereoscopic 3D applications and 3D games
0 hours per week. All participants had university degrees
or were currently pursuing such. Studied disciplines varied
(e.g., information science, aeronautics, business administra-
tion) with a tendency toward more technical subjects. Partici-
pants received a compensation of €40. Participants requiring
vision aids when working at a computer screen wore them
during the experiment.

Prior to the experiment, participants underwent several
tests and were assigned to experimental conditions based
on achieved scores in a balanced way, particularly ensur-
ing an equal balance of outliers: (1) Lang I test for stere-
opsis (mono: M = 2.93 out of 3, SD = 0.27; stereo:
M =3.00, SD = 0.00), (2) abbreviated Vandenberg Mental
Rotations Test for spatial ability [106] (mono: M = 4.00
out of 6, SD = 1.62; stereo: M = 4.29, SD = 1.73),
(3) Snellen visual acuity test (all scores 5 or higher; mono:
M = 657, SD = 1.16; stereo: M = 643, SD =
1.02), (4) a brief color vision test where all participants
but one (assigned to the mono condition) achieved the full
score.

4.3 Site, Equipment, and User Interface Settings

The robot’s environment consisted of three rooms connected
by corridors: a kitchen, a living room, and a bedroom (see
Fig. 6 for an overview and Fig. 8 for pictures). The rooms
are offices and a model kitchen under normal conditions and
were largely cleared and equipped with 80 household fur-
niture items and objects to simulate a realistic home envi-
ronment. To control for illumination, we covered all win-
dows and used interior light only. The only robot-specific
modification we made to the environment was to attach
tape strips at the bottom of furniture items in larger spaces
without legs so the robot’s laser-based 2D collision avoid-
ance for objects approximately at floor height would work
reliably.
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Fig. 8 The experiment’s three tasks, each illustrated with overview picture (left), screenshot of full-screen user interface at beginning of task
(middle), and user interface detail during or after task (right)

Participants operated the robot from a separate fourth
room (Fig. 9) and did not see the robot or its environment
until after the trials. They used a standard PC with mouse,
SpaceNavigator 3D mouse for robot navigation and arm con-
trol (fixed to the desk; also see Sects. 2.3.3 and 2.3.4), a 27"
LCD, and in the stereo condition Nvidia Vision 2 shutter
glasses (also see Sect. 2.3.5). The user interface was dis-
played with the central part (3D scene) occupying the full
screen and a small RGB video window overlaid in the lower
right (as shown in Fig. 8, middle column). Voxel-based envi-
ronment mapping (see Sect. 2.3.2) with a spatial resolution
of 2.5 cm and viewpoint-based control (see Sects. 2.3.3 and
2.3.4) were active for all tasks. We set display brightness to
a subjectively similar value and used dimmed room illumi-
nation in both conditions.

Fig. 9 Participant in front of user interface with stereo glasses, stan-
dard mouse, and SpaceNavigator 3D mouse
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4.4 Procedure

Participants first underwent vision and spatial ability tests
(see Sect. 4.2) and were assigned to an experimental group
based on their scores. They then received a 1-hour training
on robot hardware and sensors, usage concept and user inter-
faces, 3D mouse usage, and remote manipulation and navi-
gation with the user interface connected to the Gazebo sim-
ulator (display type according to the participants’ assigned
condition). Participants then carried out three tasks (in fixed
order due to organizational constraints):

1. Manipulation task in the kitchen (Figs. 7 and 8, upper
row; including both subtasks as described in Sect. 2.3.4):
Participants were asked to make the robot grasp a tilted
apple juice box in a cluttered scene on a table.

2. Navigation task in the living room (Fig. 8, middle row):
Participants were asked to navigate the robot to the other
end of the room, through a course with five elevated, pro-
truding obstacles. Participants used navigation mode 4
(see Sect. 2.3.3) with 2D collision avoidance (only avoid-
ing objects close to the floor—not the elevated ones)

3. Manipulation task in the bedroom (Fig. 8, lower row;
both subtasks): Participants were asked to make the robot
grasp a book in a shelf, representing a potentially prob-
lematic situation for the robot’s object recognition with
one object being contained in another.

Before each task, the evaluator described a realistic problem
of the robot and the task’s goal. In the navigation task, the
goal was to pass a finish line near the end of the room, ide-
ally without hitting an obstacle. In the manipulation tasks, the
goal was to reach a specified degree of precision that should
allow for successful manipulation (subtask 1: less than 0.5
cm divergence of the 3D primitive on any side of the target
object; subtask 2: gripper approximately centered at a previ-
ously specified side of the object and enclosing it as much as
possible). Participants were asked to solve each task quickly
but without becoming stressed or sacrificing accuracy. The
user interface was minimized at the beginning of each (sub-)
task. When participants were ready to start, they maximized
it.

The navigation task was completed when the robot passed
the finish line. For both manipulation subtask types, partici-
pants were instructed to minimize the user interface as soon
as they thought they had reached the success criterion. The
evaluator then objectively assessed whether or not the suc-
cess criterion was reached. If it was not, participants were
asked to improve accuracy. This process was repeated until
the success criterion was reached. After completing the sec-
ond manipulation subtask (specifying the gripper position),
the arm trajectory was first simulated and then executed;
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then grasping was executed. To allow assessing the grasp,
the robot lifted the object a few centimeters.

After each (sub-) task, participants rated their perceived
cognitive load (see Sect. 4.5). After the last task, there was a
S-minute recapitulating qualitative interview on participants’
positive and negative impressions. Lastly, participants filled
in a post-experiment questionnaire. Sessions were recorded
with video cameras and screen capturing.

4.5 Measures

To assess participants’ performance, we measured task com-
pletion time for all (sub-) tasks. For the manipulation tasks,
only the time to reach the success criterion was considered.
Periods between attempts as well as trajectory simulation,
execution, and grasping were not included in task completion
time. For the navigation task, we further measured the num-
ber of collisions with objects. We further assessed for each
(sub-) task the perceived cognitive workload with the NASA
Task Load Index (NASA-TLX) [107] in its unweighted (raw)
variant.

In a post-experiment questionnaire participants rated their
level of discomfort on a 7-point scale (“no discomfort at
all” to “very strong discomfort”) and described the discom-
fort, if any. They further rated perceived pragmatic (usability)
and hedonic (stimulation, identification) qualities of the user
experience with the AttrakDiff mini instrument [108,109].
The perceived quality of participants’ spatial mental model of
the remote environment was assessed with the subscale “spa-
tial situation model” (SSM) from the Spatial Presence Ques-
tionnaire MEC-SPQ [110,111]. We further included three
questions on the suitability of control modes for the three
task types and one on the usefulness of the system as a whole
(i.e. including robot and overall usage concept).

To assess system stability, we recorded task abortions due
to technical problems. To evaluate the system’s executional
accuracy in manipulation, two robotics experts rated the qual-
ity of each robot movement (trajectory in, grasp, trajectory
out) in percent (0 % meaning absolute fail and 100 % mean-
ing fully adequate).

4.6 Data Analysis

We analyzed effects of display type separately for each type
of task. For each of the two manipulation subtask types, we
carried out analyses of variance (ANOVA) for task com-
pletion time and for perceived workload, with display type
(mono, stereo) as between-subject factor and environment
type (kitchen, bedroom) as within-subject factor. We were
not interested in potential main effects of environment type
or in interaction effects of environment type and display type
as we did not counterbalance environments due to organiza-
tional constraints and thus there was a confounding factor due
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to potential order effects. For the navigation task, we carried
out a Wald test assuming Poisson distribution for collisions
and two-tailed independent-samples ¢ tests for task comple-
tion time and perceived workload. We adjusted these seven
main tests for multiple testing with Bonferroni, leading to a
significance level adjusted from « = .05 to o = .007.

To estimate the magnitude of effects, we calculated a con-
fidence interval for difference in means whenever a signif-
icant main effect of display type was found. To examine a
potential relationship between time to complete the naviga-
tion task and collisions, we calculated a two-tailed Kendall’s
tau correlation. To investigate effects of display type for the
discomfort question and for overall system evaluation ques-
tions we used two-tailed independent-samples ¢ tests. We
adjusted the group of eight system evaluation questions with
Bonferroni from o = .05 to o = .006.

5 Results
5.1 Task Performance and Cognitive Workload

5.1.1 Manipulation Subtask Type 1: Target Object Shape
Definition

At the adjusted significance level of @« = .007, we found
no significant main effect of display type on task completion
time (F'(1,26) = 4.44, p = .045, nf, = .146). We also found
no significant main effect of display type on perceived cog-
nitive load (F (1, 26) = 2.26, p = .145, nf, = .080). Table 2
shows means, standard deviations, confidence intervals, and
p values.

5.1.2 Manipulation Subtask Type 2: Gripper Positioning

At the adjusted significance level of o« = .007, there was
a significant main effect of display type on task completion
time (F(1,26) = 13.79, p = .001, n?, = .347). Task com-
pletion time was significantly lower in the stereo condition
(M = 1725, SD, = 44.8 s) than in the mono condition
(M =239s,SD, =72.2s). The 95 % confidence interval
for difference between means revealed an expectable advan-
tage of stereo display in the range of 30 to 104 seconds (or
12.5-43.6 %). We did not find a significant main effect of
display type on perceived cognitive load (F (1, 26) = .357,
p = .555, nf, = .014). Table 3 shows means, standard devi-
ations, confidence intervals, and p values.

5.1.3 Robot Navigation Task
At the adjusted significance level of « = .007, we did not

find significant differences between display conditions for
task completion time (¢ (26) = 2.37, p = .025), number of

Table 2 Target object shape definition: means, pooled standard devia-
tions, 95 % confidence intervals based on estimated model parameters,
p values

Measure M SD, M and 95 % CI p
Task Mono 285 110.1 ——
completion 045
time in sec Stereo 219 79.0 — :

0 50 100 150 200 250 300
Cognitive Mono 31.0 157 ——
workload = o 388 143 e 1
(0-100) ereo . .

0 10 20 30 40 50 60 70 80 90 100

Table 3 Gripper positioning: means, pooled standard deviations, 95 %
confidence intervals based on estimated model parameters, p values

Measure M SD, M and 95 % CI P
Task Mono 239 722 ——
completion 001
time in sec Stereo 172 448 —— :

0 50 100 150 200 250 300
Cognitive Mono 27.7 14.5 ——
workload 555
(0-100) Stereo  30.8 14.9 ——

0 10 20 30 40 50 60 70 80 90 100

Table 4 Robot navigation: means, standard deviations, 95 % confi-
dence intervals, p values

Measure M  SD M and 95 % CI p
Task Mono 282 673 ——
completion 025
time in sec Stereo 221  69.0 —— '

0 50 100 150 200 250 300

Number of  Mono 0.64 0.63 —
lisi 319
SOOI Stere0 0,93 092 —— ‘
0 1 2
Cognitive Mono 454 22.0 —

workload 969
(0-100) Stereo  45.1 17.5 ——

0 10 20 30 40 50 60 70 80 90 100

collisions (Xz(l, N = 28) = .991, p = .319), or perceived
cognitive workload (¢ (26) = 0.40, p = .969). Table 4 shows
means, standard deviations, confidence intervals, and p val-
ues.

Exploratory analysis showed no significant correlation
between number of collisions and task completion time
(tp = .000, p = 1.000).
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5.2 Discomfort

Mean discomfort ratings were not significantly different
between mono (M = 1.43, SD = 1.09, Max = 5) and
stereo (M = 1.71, SD = 0.91, Max = 3) conditions,
t(26) = —0.75, p = .459. In the mono group 3 partici-
pants (21 %) reported some discomfort, in the stereo group
6 participants (43 %). Among participants who reported dis-
comfort, responses in the mono group included fatigue and
dry eyes. Responses in the stereo group included fatigue,
eyestrain, slight headache, and slight dizziness.

5.3 Technical Performance

All participants were able to complete all tasks without tech-
nical system failures. Trajectories planned by the robot were
always considered executable without re-planning, however
we considered them to sometimes use too much space around
the robot. The arm or gripper never collided with the envi-
ronment, although there were a few close calls. Robotics
experts’ ratings of executional manipulation accuracy were
overall high (M = 94.8 %, SD, = 8.41 pp, Min = 40 %,
Max =100 %). In the cases with ratings below 100 %, the arm
had sometimes not reached the target position with sufficient
precision, came too close to other objects, or the grasped
object was in an unstable position in the gripper (e.g., tilted).

5.4 User Experience, Spatial Mental Model, and System
Usefulness

Table 5 shows the results of participants’ ratings on user
experience (AttrakDiff mini instrument [108,109]), per-
ceived quality of spatial situation models (MEC-SPQ SSM
[110,111]), suitability of control modes for manipulation
subtask 1 (standard mouse), subtask 2 (3D mouse) and nav-
igation (3D mouse), as well as on whole-system usefulness.
At the adjusted significance level of « = .006, signifi-
cant differences between means of mono and stereo condi-
tions were found only for AttrakDiff hedonic quality ratings
(t(26) = —2.96, p = .000).

5.5 Recapitulating Interview and Observation of Usage
Behavior

Qualitative data from the recapitulating interview and obser-
vation of users’ behavior provided insights into participants’
impressions and strategies. Overall participants got along
well with the user interface and described it as, e.g., “well
usable”, “easy”, or “intuitive”. A higher resolution of the
3D scene was often suggested by participants as a way to
improve the user interface. The control modes for navigation
and gripper positioning, both relying on the 3D mouse, were

highly approved by participants. Some usability problems
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Table 5 Post-experiment ratings: means, standard deviations, 95 %
confidence intervals, p values

Measure M SD M and 95% CI p
AttrakDiff Mono 5.48 0.90 ——
pragmatic - .905

quality (1-7) Stereo 5.45 0.66 #

AttrakDiff Mono 4.57 0.79

hedonic o eo 5.46 0.80
quality (1-7) Creo. . ’

AttrakDiff Mono 5.07 1.04 ——
ttractive-
AACHVE™  Stereo 5.46 1.01 —— 3D
ness (1-7)

1 2 3 4 5 6 7
MEC-SPQ Mono 3.97 0.60 ——

ial i

spatial mod- ¢ 00 379 0.45 - 361
el (1-5) '

1 2 3 4 5
Control suit- Mono 5.57 1.02 ——
ability shape 017
def. (1-7) Stereo 4.21 1.67 # —

Control suit- Mono 6.43 (.85

bilit -
WY 8P gare0 5.93 1.07 183
per position- ——
ing (1-7) 12 3 4 5 6 1
Control suit- Mono 6.00 1.11 o
bilit i-
DU grereo 5.64 1.22 —e— 424
gation (1-7)
1 2 3 4 5 6 7

Whole- Mono 6.14 1.03 ——

t -
SYSIETUSE” qrere0 6.07 1.39 —o— 878

fulness (1-7)

occurred with the control mode for target object shape defin-
ition (see Fig. 7(2)—(4)), which relies on a standard mouse. As
the Nvidia stereo technology did not support drawing of the
cursor and a special 3D cursor would have introduced other
problems, the mouse pointer was drawn as a 2D overlay. This
meant that, depending on the depth of the scene, there often
appeared to be two mouse pointers in stereo mode. We taught
strategies for coping with this in the training, e.g., hovering
with the mouse pointer over the arrow of the 3D primitive
and paying attention to when it lights up. As the arrows were
quite large and due to the highlighting on mouseover, most
participants were able to cope with this deficiency but it still
likely affected task completion times in the stereo group to
some degree. Further, sometimes environment features cov-
ered arrows of the 3D primitive but as arrows were on both
sides there was usually a straightforward solution to this.
We could not identify a homogenous strategy of how par-
ticipants achieved the tasks’ goals. For example, some par-
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ticipants first adjusted the 3D primitive’s size and then its
position while others did it vice versa. With regard to view-
points, some participants first rotated and zoomed the scene
to get an overview, then chose a preferred viewpoint and
often adjusted it. Others worked from the initial viewpoint
for a long time and rarely changed it even if it meant they
sometimes worked from non-ideal viewpoints. Participants
tended to change viewpoints less often when positioning the
gripper, compared to fitting the 3D primitive. In the naviga-
tion task, there seemed to be a tendency to adopt a bird’s
eye view and work more zoomed out than in manipulation
tasks.

Regarding benefits of stereoscopic display, in the mono
group we observed instances where participants, after chang-
ing the viewpoint, were surprised about how unsuitably they
had positioned the 3D primitive or gripper using the previous
viewpoint. We did not observe such instances in the stereo
group and attribute it to a lack of depth information.

6 Discussion

6.1 Effects of Display Type on Task Performance and
Cognitive Workload

Regarding effects of display type on task performance, the
most prominent finding of this study is the highly significant
temporal advantage of stereo display for the task of position-
ing the gripper for grasping. We regard the estimated tem-
poral advantage between 30 and 104 s relevant for practical
applications. This shows that even for contemporary types of
user interface relying on semi-autonomy, point cloud display,
and free viewpoint adjustment, stereoscopy can bring sub-
stantial benefits. This is noteworthy because previous studies
on robotic telemanipulation suggesting benefits of stereo dis-
play have widely relied on video-based displays with a fixed
viewpoint and no or little system autonomy [50,58,59].

It may seem contradictory that studies on pick-and-place
tasks have suggested no or little added value of stereo dis-
play in the presence of occlusion cues [48] or perspective
cues [65], which were also available in our study. This high-
lights the difficulties associated with predicting effects of
stereoscopy as their occurrence also depends on a variety
of further factors (see Sect. 1.4). Differences in tasks, envi-
ronments, or viewing angles may account for the different
results.

Ambiguous results have been obtained in previous stud-
ies regarding the question of whether or not stereo display
is advantageous when motion-based depth cues are present
[54-56,66—69]. The particular case in our study was that
these were only present when users changed the viewpoint.
It is noteworthy that stereo display was still beneficial for
the gripper-positioning task, despite users’ ability to obtain

motion-based depth cues whenever needed through view-
point changes.

The longer task completion times in the monoscopic con-
dition for the gripper-positioning task may primarily be due
to depth misjudgments and necessary corrections of the grip-
per position, as we observed in some instances (see Sect. 5.5).
They may also in part be explained by additional time taken
for viewpoint changes in order to obtain a depth percept
through motion of the scene. This would be in agreement
with a study on path tracing with user-controllable scene
rotation where it was found that rotation was used for longer
periods under mono display than under stereo display [55].

For the two other investigated task types, i.e. target
object shape definition for semi-autonomous manipulation of
unknown or unrecognized objects and navigating the robot,
there was no statistically significant difference between dis-
play conditions after correction for multiple testing. How-
ever, it should be noted that, without multiplicity correc-
tion, there was a nominally significant temporal advantage
of stereo display for both task types. This can be interpreted
as an indication for potential advantages that would need to
be confirmed in further studies.

As for target object shape definition, the user interface’s
lack of stereoscopic adaptation of the mouse pointer (see
Sect. 5.5; [69,112]) likely contributed to some extent to
longer task completion times under stereo display. How-
ever, this aspect should not be overrated as most participants
coped well with this restriction. Maybe more importantly,
this task involves judging the fit of a 3D primitive from all
sides to precisely adjust it over a target object. Irrespective
of the display mode, this necessitates changing the view-
point relatively often (especially compared to the gripper-
positioning task), in which case motion-based depth cues
become available. A number of studies have suggested no or
little merit of stereo display when motion-based depth cues
were present [57,66—-69]. The unclear stereoscopy advan-
tage may thus be explained by a relatively strong presence
of motion-based depth cues. A future in-depth analysis of
viewpoint changes may help clarifying the feasibility of this
account.

Navigation tasks generally involve less uncertainty in
depth judgment as the robot moves along a visible 2D
plane and control is reduced from six to three degrees
of freedom. This could be a reason why effects of stere-
oscopy were not clear for this type of task. Also, obstacles
were on all sides of the robot so adopting a wider, more
zoomed-out perspective was a viable approach for accom-
plishing this task. We observed that users often chose a
bird’s eye perspective. Reduced perspective cues and reduced
binocular disparity due to the farther viewpoint may thus
be further reasons for less merit of stereo display. While
we found a tendency for faster task completion, we did
not find any indication for fewer collisions under stereo-
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scopic presentation nor a correlation between task comple-
tion time and number of collisions. Therefore, in case the
temporal advantage should hold in future studies, it may
not come at the cost of more collisions. Compared to pre-
vious studies that found advantages of stereoscopic dis-
play in remote robot navigation based on video displays
[49,60,61] or egocentric 3D visualizations [62], the point
cloud display enhanced by global environment mapping [16]
as provided in our user interface may suffice for effec-
tive and efficient task completion even without stereoscopic
display.

The fact that we did not find any evidence for differ-
ences in perceived cognitive workload for any type of task
is in agreement with other studies investigating workload
under mono and stereo display [20,61]. The result could be
considered surprising given that task performance tended to
be better with stereo display and that it can generally be
expected that when solving a task becomes easier work-
load will also be reduced. We cannot exclude a counter
effect of the stereoscopic display technology we employed
leading to increased cognitive load. However, this seems
unlikely in view of the interview results and discomfort rat-
ings, where we could not identify differences either. For us,
the most important meaning of this result is that, despite
the tendency of users to be slower under mono display, we
found no evidence that accomplishing tasks would be more
demanding.

6.2 Overall Evaluation of the User Interface and System

Technical performance can be regarded very satisfactory with
all participants able to complete the tasks successfully with-
out technical failures. We stabilized the system prior to the
experiment in an extended period of feature freeze and bug
fixing. Occasional inaccuracies in manipulation task execu-
tion can be attributed to sensor inaccuracies and cumulated
errors of the multiple components involved. Arm trajectory
planning should be improved to use as little space outside the
camera’s field of view as possible as this can be a safety risk
in real-world applications, e.g., when people come close to
the robot after the global 3D environment map was created.

The fact that the system worked reliably and all users were
well able to accomplish the tasks suggests to us that the user
interface might well be suited for resolving more difficult
situations than the ones evaluated. For example, we achieved
good results in informal tests with grasping objects from the
top in highly cluttered scenes.

The results for perceived usability, user experience, and
system usefulness show that participants highly approved the
user interface and system (see Table 5). The pragmatic quality
dimension of the AttrakDiff instrument [108] measures per-
ceived usability, which can be considered high with average
ratings of 5.5 out of 7 for both display types. AttrakDiff hedo-
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nic quality relates to stimulation and identification. This is the
only measure with a significant difference between display
types after multiplicity correction. Stereo display achieved
higher mean scores (5.5 vs. 4.6). Higher hedonic quality rat-
ings of stereo display were also found in other studies [20].
It should however be noted that hedonic ratings are highly
influenced by novelty and surprise [19], so over time a har-
monization with the mono scores may occur. The AttrakDiff
attractiveness dimension relates to overall attractiveness of
the user interface. Mean scores are fairly high for both display
types.

Participants were further subjectively well able to build a
mental spatial representation of the remote environment, as
indicated by the SSM subscale of the MEC-SPQ question-
naire [110,111]. These results substantiate similar findings
of a previous study on the same user interface, focusing on
remote navigation only [16], which suggested that global 3D
environment mapping plays a crucial role in this. The rat-
ings of control modes are very high for the 3D mouse-based
control modes used for navigation and gripper positioning.
The control mode for shape definition with a standard mouse
achieved lower scores, particularly in stereo mode, which
probably reflects the previously discussed lack of mouse
pointer adaptation. Lastly, participants found the whole sys-
tem, including the robot and usage concept, highly useful,
with mean scores of 6.1 out of 7.

Looking at average task completion times overall in a
range of roughly three to five minutes, compared to a human
who needs to travel to the house, there is a substantial tem-
poral advantage. Compared to a human caregiver on site,
task completion times are fairly long. Operators may get
faster with more experience, as suggested by expert oper-
ators among the researchers who were substantially faster.
From our experience, for elderly or handicapped people it
is primarily relevant whether or not a task can be accom-
plished and not that it gets done quickly. However, a judg-
ment on the adequateness of the length of task completion
largely depends on the situation and urgency. It should also
be considered that in our usage concept, teleoperation is an
exceptional usage mode only relied upon when autonomous
operation fails. Still, the completion times leave room for
improvement. We discuss some ideas in Sect. 8.

7 Conclusion

We evaluated a novel type of semi-autonomous user inter-
face for remotely resolving challenging situations of robots
in domestic environments and focused on effects of stereo-
scopic display. Participants were well able to accomplish all
tasks in monoscopic as well as stereoscopic display modes
and highly approved the user interface’s usability and the
system’s usefulness. Stereoscopic display clearly offered a
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temporal advantage for positioning the gripper. For the tasks
of defining an object unknown to or unrecognized by the
robot and remotely navigating the robot around obstacles,
the tendency for faster task completion in stereo mode is
notable but would need to be confirmed in further studies.
As the use of stereoscopic displays is associated with draw-
backs such as the need to wear glasses and to dim the light for
ideal display, based on our results, we consider stereoscopy
not essential but a useful optional display mode, at the very
least for gripper positioning. It could be used in time-critical
situations, for example in cases of emergency, or for solving
particularly complex problems.

8 Future Work

In future studies it would be interesting to systematically
investigate the relationship between the duration (or fre-
quency) of viewpoint changes (e.g., as a function of task,
training, or individual differences) and the utility of stereo-
scopic display. This may lead to better predictability of
when stereoscopic display will be advantageous. For exam-
ple, tasks entailing more viewpoint changes may benefit less
from stereoscopic display, which might explain our different
results for the different task types.

We consider several improvements to extend the applica-
tion range of the user interface and improve task comple-
tion times. For defining the target object’s shape, we have
already implemented a video-based object pre-selection tool
to speed up the process of placing the geometric primitive
close to the target object. In place of the current control rely-
ing on a standard mouse, control with a 3D mouse might
be more suitable. We also consider an alternative approach
where the user defines the object’s outer corners, based on
which a shape is constructed. This would allow defining more
complex shapes.

For specifying the gripper position faster, we have already
implemented user-selectable presets for the gripper starting
position close to the target object. Spatial constraints will be
used in trajectory planning to improve safety by restricting
the allowable space used by the arm. We also consider grip-
per orientation constraints for orientation-sensitive objects
like a glass with liquid. To improve remote navigation, we
consider more autonomous assistance in situations where
the robot is stuck between objects. Also, work on collision
avoidance based on 3D sensors for remote navigation is in
progress.

Looking further into the future, coordinated simultaneous
navigation and manipulation (e.g., to open a door) in semi-
autonomous mode should be realized, as well as support for
robots with two arms, and more detailed control over the
grasping process to accomplish complex grasps.
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