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Abstract

Main goal of this poster is to show how unique and dis-
tinctive physical properties of component-of-the-shelf
(COTS) microcontrollers (MCUs) can be utilized to
enhance the security of embedded systems with no
necessity to modify the hardware for the purpose. It
can be shown that even if each MCU chip is produced
by the same procedure and technology, there are some
slight changes that make it being both unique and
random in some sense. For that purpose, the same
piece of a simple code was executed on each MCU
with the goal to produce its unique identifier as well
as a unique sequence of random numbers based on the
physical properties of that MCU.

Introduction

The need for security belongs to typical requirements im-
posed on recent devices such as MCUs. A very important
aspect in the security context is the utilization of unique
identifiers (IDs) and random numbers (RNDs) for confi-
dentiality and authentication purposes. Typically, either a
special hardware (HW) or software (SW) is utilized to pro-
duce the IDs and RNDs. However, this adds extra costs
since an extra HW or SW must be added to enhance se-
curity of a device.
In relation to this poster, we focus to the device iden-
tification (DEVID) problem, which is solved especially
in the secured communication area where it is necessary
uniquely identify both a sender and a receiver of a mes-
sage. Typical solutions of the DEVID problem are based
on writing a unique (ID) number into a non-volatile mem-
ory such as flash, post-production modification of the de-
vice, introducing special circuits designed to compute IDs
algorithmically or using non-conventional solutions such
as a polymorphic chip called REPOMO32. However, if
the uniqueness requirement imposed on IDs is extended
by non-reproducibility (unclonability) of IDs, many of the
above-mentioned solutions fail to meet both the require-
ments.

Main idea

To minimize costs related to production of unique, non-
reproducible IDs and RND sequences, we have decided
to utilize inherent properties of common COTS MCUs
rather than to utilize a complex circuitry, technology or
algorithms for that purpose. Since MCUs are typically
digital, synchronous sequential circuits we have focused
to inherent properties implying from uniqueness of their
inner clock signals. Because of the production process
variability, several undesired effects such as jitters can be
measured and hopefully, utilized to identify those devices.

Jitter effect

Jitter can be defined as the timing variation of a (real) sig-
nal edge from its ideal (simulated, theoretical) occurrence
time. However, if a real hardware is utilized then sig-
nals such as clock are typically disturbed by factors such
a thermal noise, power supply variations, loading condi-
tions, device noise, and interference coupled from nearby
circuits. Many types of jitter can be identified in the liter-
ature, e.g. Period Jitter, Cycle to Cycle Jitter, Long Term
Jitter, Phase Jitter or Time Interval Error Jitter. Further
jitter effects such as task-release jitter, response-time jit-
ter etc. can be observed if a SW (e.g., operating system,
OS) layer is utilized over the HW.

Experimental platform

To verify practical applicability of our idea, we have
utilized two modules realized on the 8-bit Freescale’s
MC9S08JM60 COTS MCU: the Real-Time Counter
(RTC) configured to be clocked by the LPO (Low-Power
Oscillator) and the Time/Pulse-Width Modulator (TPM)
configured to be clocked by the BUSCLK (Bus Clock)
derived from MCG (Multipurpose Clock Generator). For
measurements, it was important that LPO and MCG (as
well as BUSCLK) were independent.

Principle

The undesired jitter effect can be e.g. observed by simply counting how many times TPM @ 8MHz overflows (TPMovr
value) in a single 100ms period of RTC followed by reading TPM’s final state (TPMstate value):

routine (ISR) is started with the period given by the RTCPS bits, it can be utilized to sample 

further quantities, such as jitters implying from MCG. 

TPM is based on a free-running 16-bit counter, which can be clocked by BUSCLK divided 

by the programmed prescaler (PS bits in the TPM1SC register; for PS=0, the divisor is 1). The 

maximum value the counter can reach can be programmed into the TPM’s modulo register 

(reaching the value is denoted as TPM’s overflow) and an interrupt can be generated to signal 

this and to start the corresponding ISR.  

3 EXPERIMENTAL SETUP AND RESULTS 

Since the rate of BUSCLK (typically, 8-9 MHz) is much higher than the rate of RTC 

(typically, 1-0.01 kHz), we can observe the jitter effect (supposing it is there) by counting 

how many times TPM overflows (TPMovr value) in a single RTC period and to read the final 

state (TPMstate value) of the TPM counter at the end of the RTC period – for the illustration, 

see Fig. 1. 

 

Fig. 1: Principle of the jitter effect measurement 

To measure the jitter effect and to evaluate how it depends on physical parameters of 

particular devices, we programmed exactly the same firmware with the functionality shown in 

Fig. 1 into 21 different JM60 chips. For each chip, we have performed 1000 experiments 

(RTC periods) for each of the following RTCPS values: 8, 11, 13 and 15 (which corresponds 

to RTC periods (TRTC) of the following lengths: 1ms, 10 ms, 100 ms and 1 s) – more than 80k 

experiments in total!  

The result of the experiments can be summarized as follows. Number of TPM overflows 

(i.e., the TPMovr value) was same (0) for RTCPS=8 (corresponding to TRTC=1 ms), almost 

the same (2 or 3) for RTCPS=11 (TRTC=10 ms), more different (TPMovr ranged from 22 to 

29) for RTCPS=13 (TRTC=100 ms) and the most different (TPMovr ranged from 227 to 295) 

for RTCPS=15 (TRTC=1 s).  

Detail results for particular devices can be seen in Fig. 2 on basis of which it can be 

concluded the devices cannot be identified on basis of the TPMovr values achieved under 

RTCPS=8 (just 1 ID (0) is produced for 21 devices) or 11 (only 2 IDs (2, 3) are produced). 

However, for RTCPS=13, there are 8 different IDs (22 to 29) produced and for RTCPS=15, 

there are 19 different IDs produced, out of which just two are same (234) for devices No. 4, 

13 and two (263) for devices No. 10, 11! On basis of the results, it can be said that (and it is 

expectable) that greater TRTC contributes to classification of the devices just because an error 

implying from the jitter effect accumulates and grows with TRTC. 
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Fig. 2: Amount of TPM overflows within single RTC period as a function of the RTC prescaler 

But, up to now we have not analyzed the TPMstate values – being measured along with 

TPMovr for each device – yet. If the values are studied further – e.g., for TPMovr=23-26 

achieved for the RTCPS=13 – (see Fig. 3, a-d) then it can be observed that although some 

devices produce the same TPMovr value (for example, TPMovr=23 for devices No. 4, 13, 14, 

15), they differ in their TPMstate value. The final conclusion is that the unique, non-

reproducible ID of a JM60 device can be computed as a function of TPMovr and TPMstate 

values.  

The Same conclusion can be made for RTCPS=15 (see Fig. 3, e, f). 
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d) e)  f)  

Fig. 3: JM60 chips with the same TPMovr value can be distinguished on basis of the TPMstate value                         

– selected results for the RTCPS=13 (a-d) and for RTCPS=15 (e, f). avg10, avg50 and avg100 means the value 

was evaluated as a mean value (arithmetical average) from 10 %, 50 % and 100 % of TPMstate data 
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Devices with the same TPMovr value can be distinguished on basis of the TPMstate value – selected results for the
RTCPS=13 (a-d) and for RTCPS=15 (e, f). avg10, avg50 and avg100 means the value was evaluated as a mean value
(arithmetical average) from 10 %, 50 % and 100 % of TPMstate data
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