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Benchmar ki ng Terni nol ogy for Network Interconnection Devices

Status of this Meno

This neno provides information for the Internet community. It does
not specify an Internet standard. Distribution of this neno is
unlimted.

Abst r act

Thi s neno di scusses and defines a nunber of terns that are used in
descri bi ng perfornmance benchmarking tests and the results of such
tests. The terns defined in this meno will be used in additiona
menos to define specific benchmarking tests and the suggested format
to be used in reporting the results of each of the tests. This neno
is a product of the Benchmarki ng Met hodol ogy Working Group (BMAG) of
the Internet Engineering Task Force (I ETF).

1. I nt roducti on

Vendors often engage in "specsmanship” in an attenpt to give their
products a better position in the marketplace. This usually involves
much "snoke & mirrors" used to confuse the user. This neno and
followup nmenos attenpt to define a specific set of term nol ogy and
tests that vendors can use to measure and report the performance
characteristics of network devices. This will provide the user
conparable data fromdifferent vendors with which to eval uate these
devi ces.

2. Definition fornmat
Termto be defined. (e.g., Latency)

Definition:
The specific definition for the term
Di scussi on

A brief discussion about the term it’s application
and any restrictions on neasurenent procedures.

Measurenment units:

The units used to report measurenents of this
term if applicable.
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| ssues:
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Li st of issues or conditions that effect this term

See Al so:

List of other terns that are relevant to the di scussion
of this term

3. Termdefinitions

3.1 Back-to-back

Definiti

Di scussi

on:
Fi xed length franes presented at a rate such that there
is the mninmum | egal separation for a given nedi um

bet ween frames over a short to medi um period of tine,
starting froman idle state.

on:
A growi ng number of devices on a network can produce
bursts of back-to-back frames. Renpte disk servers
usi ng protocols like NFS, renote di sk backup systens

i ke rdunp, and renote tape access systens can be
configured such that a single request can result in

a bl ock of data being returned of as nmuch as 64K octets.
Over networks |ike ethernet with a relatively small MU
this results in many fragments to be transmtted. Since
fragment reassenbly will only be attenpted if all
fragnments have been received, the | oss of even one
fragment because of the failure of sone internediate
networ k device to process enough continuous frames can
cause an endl ess |l oop as the sender repetitively
attenpts to send its large data bl ock

Wth the increasing size of the Internet, routing
updat es can span nany franes, with nodern routers able
to transmt very quickly. Mssing frames of routing

i nformati on can produce fal se indications of
unreachability. Tests of this paraneter are intended
to determ ne the extent of data buffering in the

devi ce.

Measurenment units:

| ssues:

Nunber of N-octet frames in burst.

See Al so:
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3.2 Bridge

Definition:
A system which forwards data franes based on infornation
in the data |link |ayer

Di scussi on

Measur enent units:
n/ a

| ssues:

See Al so:
bridge/router (3.3)
router (3.15)

3.3 bridge/router

Definition:
A bridge/router is a network device that can sel ectively
function as a router and/or a bridge based on the
protocol of a specific frane.

Di scussi on

Measur enent units:
n/ a

| ssues:

See Al so:
bridge (3.2)
router (3.15)

3.4 Constant Load

Definition:
Fi xed length frames at a fixed interval tine.

Di scussi on
Al'though it is rare, to say the least, to encounter
a steady state |l oad on a network device in the rea
wor | d, measurenent of steady state performance nmay
be useful in evaluating competing devices. The
frame size is specified and constant. All device
paraneters are constant. Wen there is a checksum
inthe frame, it nust be verified.
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Measurenment units:
n/ a

| ssues:
unidirectional vs. bidirectiona

See Al so:
3.5 Data link frame size

Definition:
The nunber of octets in the frame fromthe first octet
followi ng the preanble to the end of the FCS, if
present, or to the last octet of the data if there
is no FCS

Di scussi on
There is much confusion in reporting the frame
sizes used in testing network devices or network
measurenent. Some authors include the checksum
some do not. This is a specific definition for use
in this and subsequent nenos.

Measurenment units:
octets

| ssues:
See Al so:
3.6 Frame Loss Rate

Definition:
Percentage of franes that should have been forwarded
by a network device under steady state (constant)
| oad that were not forwarded due to | ack of
resour ces

Di scussi on
Thi s nmeasurenent can be used in reporting the
performance of a network device in an overl oaded
state. This can be a useful indication of how a
devi ce woul d perform under pathol ogi cal network
conditions such as broadcast storns.

Measurenment units:

Percentage of N-octet offered frames that are dropped.
To be reported as a graph of offered |oad vs frame | oss.
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| ssues:

See Al so:
over head behavi or (3.11)
policy based filtering (3.13)
MIU mi smat ch behavi or (3. 10)

3.7 Inter Frame Gap

Definition:
The delay fromthe end of a data link franme as defined
in section 3.5, to the start of the preanble of the
next data link frane.

Di scussi on
There is nmuch confusion in reporting the between
frane tine used in testing network devices. This
is a specific definition for use in this and subsequent
nenos.

Measurenent units:
Time with fine enough units to distinguish between
2 events.

| ssues:
Li nk data rate.

See Al so:
3.8 Lat ency

Definition:
For store and forward devices:
The tine interval starting when the last bit of the
i nput frame reaches the input port and endi ng when
the first bit of the output frame is seen on the
out put port.

For bit forwardi ng devices:

The tine interval starting when the end of the first
bit of the input frane reaches the input port and
endi ng when the start of the first bit of the output
frane is seen on the output port.

Di scussi on
Variability of latency can be a problem
Sone protocols are timng dependent (e.g., LAT and |PX)
Future applications are likely to be sensitive to
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network | atency. Increased device delay can reduce
the useful diameter of net. It is desired to
elimnate the effect of the data rate on the |atency
measurenent. This nmeasurenment should only reflect the
actual within device latency. Measurenents should be
taken for a spectrum of frame sizes w thout changing

t he device setup.

I deally, the neasurenents for all devices would be from
the first actual bit of the frame after the preanble
Theoretically a vendor could design a device that
normal |y woul d be considered a store and forward
device, a bridge for exanple, that begins transnmitting
a frame before it is fully received. This type of
device is known as a "cut through" device. The
assunption is that the device would sonehow invalidate
the partially transnitted frane if in receiving the
remai nder of the input frame, sonething cane up that
the frame or this specific forwarding of it was in

error. For exanmple, a bad checksum In this case,
the device would still be considered a store and
forward device and the latency would still be

fromlast bit into first bit out, even though the
val ue woul d be negative. The intent is to treat
the device as a unit without regard to the interna
structure.

Measurenment units:
Time with fine enough units to distinguish between
2 events.

| ssues:

See Al so:
link speed mismatch (3.9)
constant | oad (3.4)
back-to-back (3.1)
policy based filtering (3.13)
single frame behavior (3.16)

3.9 Link Speed M snatch

Defini tion:
Speed m smatch between i nput and output data rates.
Di scussi on

This does not refer to frane rate per se, it refers to
the actual data rate of the data path. For exanpl e,
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an Ethernet on one side and a 56KB serial link on the
other. This is has al so been referred to as the "fire
hose effect”. Networks that make use of serial |inks
bet ween | ocal high speed networks will usually have
link speed mismatch at each end of the serial I|inks.

Measurenment units:

| ssues:

Rati o of input and output data rates.

See Al so:

constant | oad (3.4)
back-to-back (3.1)

3.10 MIU-m smatch behavi or

Definiti

Di scussi

on:

The network MIU (Maxi num Transni ssion Unit) of the
out put network is smaller than the MIU of the input
network, this results in fragnmentation.

on:
The performance of network devices can be significantly
af fected by having to fragnment franes.

Measur enent units:

| ssues:

Description of behavior.

See Al so:

3.11 Overhead behavi or

Definiti

Di scussi

on:
Processi ng done other than that for nornal data franes.

on:

Net wor k devi ces perform nmany functions in addition

to forwarding frames. These tasks range frominterna
hardware testing to the processing of routing

i nformati on and respondi ng to network nanagenent
requests. It is useful to know what the effect of
these sorts of tasks is on the device performance.

An exanple would be if a router were to suspend
forwardi ng or accepting franes during the processing
of large routing update for a conplex protocol like
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OSPF. It would be good to know of this sort of
behavi or.

Measurenment units:
Any quantitative understanding of this behavior is by
the determination of its effect on other neasurenents.

| ssues:
bridgi ng and routing protocols
control processing
i cnp
i p options processing
fragment ati on
error processing
event |ogging/statistics collection
arp
See Al so:

policy based filtering (3.13)
3.12 Overl oaded behavi or

Definition:
When denmand exceeds avail abl e system resources.

Di scussi on
Devices in an overloaded state will |ose franes. The
device might |lose franes that contain routing or
configuration information. An overl oaded state is
assunmed when there is any frane | oss.

Measurenment units:
Description of behavior of device in any overl oaded
states for both input and output overload conditions.

| ssues:
How wel | does the device recover from overl oaded state?
How does source quench production effect device?
What does device do when its resources are exhausted?
What is response to system nanagenent in overl oaded
state?

See Al so:

3.13 Policy based filtering

Definition:
Filtering is the process of discarding received
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franes by admi nistrative decision where nornal
operation would be to forward them

on:

Many network devices have the ability to be
configured to discard franes based on a nunber

of criteria. These criteria can range from sinple
source or destination addresses to exani ning
specific fields in the data frame itself.
Configuring many network devices to perform
filtering operations inpacts the throughput

of the device

Measurenent units:

| ssues:

n/ a

flexibility of filter options
nunber of filter conditions

See Al so:

3.14 Restart behavior

Definiti

Di scussi

on:
Reinitialization of system causing data |oss.

on:

During a period of tine after a power up or

reset, network devices do not accept and forward
franes. The duration of this period of unavailability

can be useful in evaluating devices. 1In addition
some network devices require sonme formof reset
when specific setup variables are nodified. If the

reset period were long it mght discourage network
managers from nodi fyi ng these variabl es on production
net wor ks.

Measur enent units:

| ssues:

Description of device behavior under various restart
condi tions.

Types:
power on
rel oad software inmage
flush port, reset buffers
restart current code imge, w thout reconfuration
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Under what conditions is a restart required?
Does the device know when restart needed (i.e., hung
state timeout)?
Does the device recogni ze condition of too frequent
auto-restart?
Does the device run diagnostics on all or sone resets?
How may restart be initiated?
physi cal intervention
renote via terminal line or login over network

See Al so:
3.15 Router

Definition:
A system which forwards data franes based on
information in the network |ayer

Di scussi on
This inplies "running" the network | evel protoco
routing al gorithm and perform ng whatever actions
that the protocol requires. For exanple, decrenenting
the TTL field in the TCP/ 1P header

Measurenment units:
n/ a

| ssues:

See Al so:
bridge (3.2)
bridge/router (3.3)

3.16 Single frame behavi or

Definition:
One frame received on the input to a device.

Di scussi on
A data "streanm' consisting of a single franme can
require a network device to do a | ot of processing.
Fi guring routes, performng ARPs, checking
perm ssions etc., in general, setting up cache entries.
Devices will often take much nore tine to process a
single frame presented in isolation than it would if
the sane frane were part of a steady stream There
is a wrry that some devices would even discard a single
frane as part of the cache setup procedure under the
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assunption that the frame is only the first of many.

Measurenment units:
Description of the behavior of the device.

| ssues:

See Al so:
policy based filtering (3.13)

3.17 Throughput

Definition:
The maxi mumrate at whi ch none of the offered franes
are dropped by the device.

Di scussi on
The throughput figure allows vendors to report a
si ngl e val ue which has proven to have use in the
mar ket pl ace. Since even the loss of one frame in a
data stream can cause significant delays while
wai ting for the higher level protocols to tinme out,
it is useful to know the actual maxi num data
rate that the device can support. Measurenents shoul d
be taken over a assortment of frane sizes. Separate
measurenents for routed and bridged data in those

devices that can support both. [If there is a checksum
in the received frane, full checksum processi ng nust
be done.

Measurement units:
N-octet input frames per second
i nput bits per second

| ssues:

single path vs. aggregate

| oad

uni directional vs bidirectiona

checksum processing required on sonme protocols
See Al so:

frane loss rate (3.6)
constant | oad (3.4)
back-to-back (3.1)
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