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1 Purpose of the technology 1

Camera view localization means resolving camera position and orientation 2

within three-dimensional space(see �gure 1) which has potencial usage in sev- 3

eral areas, such as user interfaces, scene reconstruction, robot navigation and 4

so on. 5

Figure 1: Camera position and orientation within 3D scene.

2 Features 6

Described technology deals with location-�xed cameras that can change their 7

orientation and/or zoom. These camera parameters are automatically re- 8

solved in captured videostream and enables e.g. adding virtual objects into 9

the viewed scene which creates augmented reality and can perform in modern 10

user interfaces(as can be seen in �gure 2). 11

This document contains description of the camera localization technology 12

and its implementation. Next section brings high level technology description 13

and following chapters focus on key parts of computational process. 14
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Figure 2: Example of inserting virtual object(2D image of Mickey) into the
captured scene.

3 Technical description 15

3.1 Algorithm overview 16

Described technology for camera localization process works in a few distin- 17

guishable steps: 18

1. Frame by frame interest point detection 19

2. Finding point correspondences between frame couples 20

3. Resolving camera parameters 21

First distinctive points are located within each frame in video sequence. 22

It could be assumed that in temporal adjacent frames merely the same set of 23

such points are located. That enables us to �nd correspondences of detected 24

points in close frames. From this information it is possible to discover camera 25

parameters using so called homography properties. 26

Each step of proposed approach can be solved in several ways, however 27

this text focuses only on existing implementation. 28
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3.2 Interest points detection 29

As interest points of the image we usually mark such point in the image 30

that has some major and notable characteristic within the image space that 31

enables simplifying of image description and is stable and detectable under 32

local or global image deformations. One of easy to imagine representation of 33

interest points are so called corner points that marks places in images with 34

two dominant and di�erent edge directions in a local neighbourhood of the 35

point. 36

In current technology, Harris corner detector [2] is used for corner points 37

detection. 38

3.3 Interest point correspondences 39

One of the most frequent techniques for �nding image point correspondences 40

is to track their position through image sequence. In the reference image of 41

sequence the corner points are located and in the adjacent frames their new 42

positions are searched. To reduce the computational cost the position can 43

be predicted using so called Kalman �lter[3]. 44

Figure 3: Example of several detected corner points pairs in two images.

3.4 Homography 45

The process of camera parameters recovery begins with establishing frame- 46

to-frame relation called homography. This relation maps points from �rst 47

image to special lines in second image and vice versa. Images can be either 48

picked from video sequence of moving camera or from stereo camera pair 49

capturing the same scene. General homography won't be described in this 50
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document, since only its special case - planar homography is used in this 51

technology. Planar homography occurs in following cases: 52

• Video sequence is captured from position �xed camera and only rota- 53

tion and zoom is performed 54

• Stereo camera pair captures scene with planar surfaces 55

Planar homography relates point in �rst image to point in other, that means 56

knowing position of relevant point in �rst image can be used to compute its 57

position in another image. In �rst described case, all points from image, in 58

second case only points from corresponding planar surfaces are related by 59

planar homography. Estimation of homography is part of many computer 60

vision applications, in which the relation between two or more images is used 61

for camera parameter recovery, metric reconstruction, mosaicing, or virtual 62

object insertion. Figure 4 shows di�erent cases of planar homography. 63

Figure 4: a) Views of planar surface from di�erent positions and with di�er-
ent camera angles. Planar surface and its images are related by homography.
b) View with �xed camera center, but di�erent camera angles. Images of all
scene points are related by homography.

Our technology supposes the �rst described scenario - position of camera 64

is �xed. We focuse on estimation of planar homography for further use i.e. 65

correct virtual object insertion. 66

3.4.1 Estimation of planar homography 67

Overview of this algorithm is that planar homography is computed between 68

points we know they are corresponding, and then this relation can be applied 69
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to whole image. Classical approach begins with extraction of interest points 70

described in section above. Corresponding point pairs are found with help 71

of RANSAC algorithm, which will be described further in text. The planar 72

homography is computed by solving a system of homogenous equations set 73

up from such point pairs. 74

If x and x′ are coordinates of corresponding points in the �rst view, and 75

in the second, the relation between them is mathematical de�ned such that: 76

x′ = Hx (1)

where H is homography represented by 3 × 3 matrix. This formula can 77

by applied to any point from �rst image to �nd its corresponding point. 78

Feature based methods alone yield number of incorrect point matches, 79

so advanced methods based on RANSAC are applied in order to get better 80

results. RANSAC is short of RANdom SAmple Consesnsus, and basic idea 81

behind this algorithm is following: 82

1. Choose randomly enough point pairs to compute homography. 83

2. Compute for H and test how well it �ts with rest of point pairs that 84

weren't used for computation. 85

3. Continue with step 1. until best �tting result is found. 86

4. Points that satisfy formula (1) are used to compute homography, leav- 87

ing false matches unused. 88

The last step is necessary because homography in step 2. was computed 89

to �t the subset of all correspondencies, and if there is any noise, resulting 90

homography will be biased by the noise of those points. 91

The RANSAC based algorithm described above allows detection of ho- 92

mography between images obtained by camera with �xed camera center, 93

or between images from stereo camera pair if planar surfaces in scenes are 94

present. Figure 5 shows the result of application of this algorithm to a video 95

sequence. 96

97
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Figure 5: An homography found using RANSAC based algorithm. a) and
b) Point matches used to determine homography. c) and d) Virtual object
inserted to scene, the motion between views is camera zoom.

4 Limitations 98

As mentioned earlier in the text this tool deals only with location-�xed cam- 99

eras. This is the greatest limitation for wider usage areas when there is a 100

moving camera around/in a scene. 101

5 Technical speci�cations 102

This software requires Intel OpenCV [2] (computer vision library package) 103

installed on target computer, or speci�c OpenCV libraries (cv100.dll, cx- 104

core100.dll, highgui100.dll) located in software directory. 105

For computation with source video of resolution 640x480 at speed 20-50 106

fps, we recommend at least: 107

• Processor: 2.4 GHz or better 108

• Memory requirements: 512MB RAM 109

• Operating System: Windows 110
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6 Package content 111

• Camera localization software 112

• Software user instruction 113

• Example of input data 114

• Demonstration video 115

9



References 116

[1] R. Hartley and A. Zisserman. Multiple View Geometry in Computer Vi- 117

sion. Cambridge University Press, Cambridge, UK, 2000. 118

[2] Wikipedia: Corner detection, url: http://en.wikipedia.org/wiki/Corner_detection.119

[3] G. Welch and G. Bishop. An Introduction to the Kalman Filter, Univer- 120

sity of North Carolina, 1995. 121

[2] Intel OpenCV, available at http://opencv.willowgarage.com/wiki/ 122

10


	Purpose of the technology
	Features
	Technical description
	Algorithm overview
	Interest points detection
	Interest point correspondences
	Homography
	Estimation of planar homography


	Limitations
	Technical specifications
	Package content

